The deuteron elastic structure functions, $A(Q^2)$ and $B(Q^2)$, have been extracted from cross section measurements of elastic electron-deuteron scattering in coincidence using the Continuous Electron Beam Accelerator and Hall A Facilities of Jefferson Laboratory. Incident electrons were scattered off a high-power cryogenic deuterium target. Scattered electrons and recoil deuterons were detected in the two High Resolution Spectrometers of Hall A. $A(Q^2)$ was extracted from forward angle cross section measurements in the squared four-momentum transfer range $0.684 \leq Q^2 \leq 5.90 \ (\text{GeV/c})^2$. $B(Q^2)$ was determined by means of a Rosenbluth separation in the range $0.684 \leq Q^2 \leq 1.325 \ (\text{GeV/c})^2$. The data are compared to theoretical models based on the impulse approximation with the inclusion of meson-exchange currents and to predictions of quark dimensional scaling and perturbative quantum chromodynamics. The results are expected to provide insights into the transition from meson-nucleon to quark-gluon descriptions of the nuclear two-body system.
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1.1 Introduction

Electron scattering provides a powerful tool for studying the structure of the nucleus. Because the electron-photon interaction is well described by quantum electrodynamics (QED), electron scattering provides a well understood probe of nuclear structure. The deuteron is the simplest nucleus made up of only a proton and a neutron. This makes it one of the best cases for studying the structure of the nucleus.

The nuclear force is a manifestation of a fundamental force, the strong force, acting among the quarks and gluons. The nuclear force holds the nucleus together. It acts among the nucleons in a nucleus, with a range that is of the same order of magnitude as the nucleon radius (~1 fm). The form of the nucleon-nucleon (NN) potential is studied by analyzing two-body systems such as nucleon-nucleon scattering and the only two nucleon bound system, the deuteron.

The ground state properties of the deuteron yield information about the character of the nuclear force. Some deuteron properties, such as its binding energy (2.225 MeV), provide inputs which are used to constrain free parameters in models of the nucleon-nucleon interaction. Measurements of the deuteron magnetic dipole and charge quadrupole moments have yielded $\mu_d = 0.857406 \, \mu_N$ and $Q_d = 0.2859 \, \text{fm}^2$, respectively. The value of the electric quadrupole moment reveals information about the deformation of the deuteron, which in turn reveals information about the nuclear tensor force. Since the deuteron is a relatively simple system, it has been the subject of many theoretical studies, using both relativistic and non-relativistic approaches.
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Non-relativistically, the Schrödinger equation can be solved with a high degree of accuracy for few nucleon systems, and predictions for the deuteron static properties such as the $D/S$ ratio (where $D$ and $S$ denote the angular momentum states present in the deuteron wave function), the charge radius and the magnetic and quadrupole moments exist in all recent $NN$ interaction models (see Section 5.2). In most cases, the models are able to provide accurate predictions for the static properties. The exceptions are the magnetic and quadrupole moments, which are underestimated in the non-relativistic treatment, even with the latest state of the art models, so they provide evidence that relativistic and two-body exchange corrections must be taken into account.

The electromagnetic structure of the deuteron is described in terms of three form factors: the charge monopole, the charge quadrupole, and the magnetic dipole form factors, which are discussed in the sections that follow. These form factors are combined, along with some kinematical factors, into two structure functions known as the elastic electric and magnetic structure functions, $A(Q^2)$ and $B(Q^2)$, respectively. These structure functions, and therefore the three form factors, can be studied by elastic electron-deuteron ($e-d$) scattering. Many non-relativistic predictions of the structure functions exist, but these predictions usually have to be augmented with corrections (such as relativistic corrections and meson-exchange current (MEC) contributions) before they are able to describe the available data. Relativistically, deuteron wave functions can be derived from realistic $NN$ interaction models via solution of the Bethe-Salpeter and Gross Equations (see Section 5.3). The deuteron structure functions $A(Q^2)$ and $B(Q^2)$ have been calculated using a variety of relativistic models, but they tend to underestimate the data. The relativistic theory of elastic electron-deuteron scattering is considered to be reliable, so the failure of one-body calculations to describe the data then gives an estimate of the contributions that two-body effects can make to the deuteron elastic structure functions (see Section 5.4).

At sufficiently large momentum transfers, the deuteron form factors should be calculable
Chapter 1: Introduction

in terms of only quarks and gluons within the framework of quantum chromodynamics (QCD). There are predictions of perturbative QCD and dimensional scaling laws which predict the $Q^2$ dependence of the form factors, but comparison with the available data (see References [1] and [2]) indicates that these calculations are not applicable below a $Q^2$ of 3 (GeV/c)$^2$.

This work describes a new set of measurements of the deuteron electric and magnetic elastic structure functions, $A(Q^2)$ and $B(Q^2)$. The next two sections of this chapter describe the kinematics of elastic electron-deuteron scattering and the extraction of the structure functions. Section 1.5 gives an overview of the existing data.

1.2 Kinematics

The Feynman diagram for elastic electron-deuteron scattering, in the one-photon-exchange approximation, is shown in Figure 1-1. This diagram represents an electron with energy $E$ incident on a stationary deuteron of mass $M_d$.

![Feynman Diagram](image)

**Fig. 1-1:** Feynman diagram of elastic electron-deuteron scattering. The four-momenta of the interacting particles and the exchanged virtual photon are defined.

The four-momentum transfer squared is given by:

$$Q^2 = -q^2 = 4EE' \sin^2 \frac{\theta}{2},$$  \hspace{1cm} (1-1)
where \( E \) is the incident beam energy, \( E' \) is the energy of the scattered electron and \( \theta \) is the electron scattering angle. In the derivation of Equation 1-1, the electron rest mass has been neglected. The energy transferred to the target nucleus, \( \nu \), is \( \nu = E - E' \). The energy of the scattered electron is given in terms of \( E \) and \( \theta \) as:

\[
E' = \frac{E}{1 + \frac{2E}{M_d} \sin^2 \frac{\theta}{2}} \quad (1-2)
\]

1.3 Deuteron Elastic Structure Functions and Form Factors

The cross section for unpolarized elastic electron-deuteron scattering is described, in the one-photon-exchange approximation, by the Rosenbluth formula:

\[
\frac{d\sigma}{d\Omega} = \sigma_M [A(Q^2) + B(Q^2) \tan^2(\theta/2)] ,
\]

where the Mott cross section, \( \sigma_M \), describes the cross section for scattering from a structureless and spinless target:

\[
\sigma_M = \frac{\alpha^2 E' \cos^2 \frac{\theta}{2}}{4E^3 \sin^2 \frac{\theta}{2}} ,
\]

with \( \alpha = 1/137 \) being the fine-structure constant. The form of the Mott cross section shown in Equation 1-4 includes a factor that accounts for the recoil of the target nucleus. It is evident from Equation 1-3 that \( A(Q^2) \) and \( B(Q^2) \) can be separated by measuring the cross section at two different electron scattering angles while keeping \( Q^2 \) constant (Rosenbluth separation technique).

The elastic structure functions \( A(Q^2) \) and \( B(Q^2) \) can be expressed in terms of the charge monopole \( (F_C) \), the charge quadrupole \( (F_Q) \) and the magnetic dipole \( (F_M) \) form factors of the deuteron:
\[ A(Q^2) = F_C^2(Q^2) + \frac{8}{9} \eta^2 F_Q^2(Q^2) + \frac{2}{3} \eta F_M^2(Q^2), \tag{1-5} \]
\[ B(Q^2) = \frac{4}{3} \eta (1 + \eta) F_M^2(Q^2), \tag{1-6} \]

where \( \eta = Q^2/4M_d^2 \). The kinematic factors of \( F_Q \) and \( F_M \) are chosen so that in the static limit \( (Q^2 = 0) \):

\[
F_C(0) = 1, \\
F_Q(0) = M_d^2 Q_d = 25.84, \\
F_M(0) = \frac{M_d}{M_N} \mu_d = 1.714, \tag{1-7}
\]

where \( F_C(0) \) is the electric charge of the deuteron, normalized to the elementary charge \( e \), and \( M_N \) is the nucleon mass.

A measurement of the deuteron elastic structure functions, \( A(Q^2) \) and \( B(Q^2) \), allows only the extraction of \( F_M \), since \( B(Q^2) \) depends on \( F_M \) alone. To separate \( F_C \) and \( F_Q \), a measurement of another observable is required, and this is necessarily a polarization observable. One must either measure the asymmetries induced by a tensor polarized target, or measure the tensor polarization or the vector polarization of the recoil deuterons. Usually, the \( t_{20} \) moment of the deuteron tensor polarization is measured which is given by:

\[
t_{20}(Q^2) = -\frac{1}{\sqrt{2}} \left[ \frac{\frac{8}{9} \eta F_C(Q^2) F_Q(Q^2) + \frac{8}{9} \eta^2 F_Q^2(Q^2) + \frac{1}{3} \eta \left[ 1 + 2(1 + \eta) \tan^2(\theta/2) \right] F_M^2(Q^2)}{A(Q^2) + B(Q^2) \tan^2(\theta/2)} \right]. \tag{1-8}
\]

Figure 1-2 shows the individual contribution of the three form factors to \( A(Q^2) \) as calculated in the relativistic impulse approximation by Hummel and Tjon \[3\].
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This experiment, referred to as E91-026 [4], was performed in Hall A at Jefferson Laboratory (JLab) in Newport News, Virginia. $A(Q^2)$ and $B(Q^2)$ were measured using the JLab electron beam and a high power liquid deuterium target. The elastic electron-deuteron data taking was divided into two periods: the first period was dedicated to measurements at a fixed backward electron scattering angle ($144.5^\circ$) where the contribution from the magnetic structure function to the cross section is maximized. Data were taken at $Q^2 = 0.684, 0.813, 0.941, 1.069, 1.197$ and $1.325$ (GeV/c)$^2$. The second period of data taking was dedicated to measurements of $A(Q^2)$ up to the largest possible $Q^2$. Data were taken at $Q^2 = 0.685, 0.811, 0.938, 1.063, 1.188, 1.314, 1.53, 1.76, 2.35, 3.01, 3.41, 3.92, 4.40, 4.91, 5.30,$ and $5.90$ (GeV/c)$^2$. Interspersed in the two month running period were elastic electron-proton ($e$-$p$) cross section measurements, which were used for calibration purposes.

The experimental apparatus, including the JLab accelerator and the Hall A equipment,
are discussed in Chapter 2. The analysis method is discussed in Chapter 3. The results of both $A(Q^2)$ and $B(Q^2)$ measurements are given in Chapter 4. A discussion of several applicable theories and a comparison to the data is given in Chapter 5.

1.5 Previous Data

The first objective of this experiment was to obtain a precise measurement of $A(Q^2)$ from $Q^2 = 0.7$ to 6 (GeV/c)$^2$. The measurement of $A(Q^2)$ at low momentum transfers (below 2 (GeV/c)$^2$) was motivated by the disagreement between the SLAC $A(Q^2)$ [1] data and the data from Saclay [5], CEA [6] and Bonn [7] in the region where they overlap, as shown in Figure 1-3. Prior to this experiment, the deuteron $A(Q^2)$ structure function had been measured up to a maximum momentum transfer of $Q^2 = 4$ (GeV/c)$^2$ in SLAC Experiment 101 (Figure 1-4). Measurements at high momentum transfers are important because they probe the short distance structure of the deuteron, hence, they are sensitive to the presence of quark degrees of freedom in the deuteron. Therefore, our goal was to extend the measured $A(Q^2)$ range to a maximum of $Q^2 = 6$ (GeV/c)$^2$.

The second objective of this experiment was to provide a precise measurement of $B(Q^2)$ from $Q^2 = 0.7$ to 1.3 (GeV/c)$^2$. It is also extremely desirable to measure $B(Q^2)$ around its minimum at $Q^2 \sim 2$ (GeV/c)$^2$. The Rosenbluth technique is limited by the magnitude of $B(Q^2)$ compared to $A(Q^2)$. Thus, to do a measurement around the minimum, the electron scattering angle should be close to 180°, which was not feasible in this experiment. Figure 1-5 shows the $B(Q^2)$ measurements available prior to this experiment [2, 8, 7]. Figure 1-6 shows the existing world data on $A(Q^2)$ and $B(Q^2)$ indicating the relative size of the two elastic structure functions.
Fig. 1-3: Existing $A(Q^2)$ data in the range of $0.5 \leq Q^2 \leq 1.9$ (GeV/c)$^2$. Shown are data from experiments performed at SLAC [1], Saclay [5], CEA [6] and Bonn [7].
Fig. 1-4: Existing $A(Q^2)$ data. Shown are data from experiments performed at SLAC [1], Saclay [5], CEA [6] and Bonn [7].
Fig. 1-5: Existing $B(Q^2)$ data. Shown are data from experiments performed at SLAC [2], Saclay [8], and Bonn [7].
Fig. 1-6: Existing $A(Q^2)$ and $B(Q^2)$ data. Shown are data from previous experiments [1, 2, 5, 6, 7, 8] indicating the relative size of the two elastic structure functions.
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Experimental Apparatus

2.1 Overview

Experiment E91-026, “Measurement of the Deuteron Elastic Structure Functions at Large Momentum Transfers”, took place in experimental Hall A of JLab. The data taking phase took place in the period October 13 to December 17, 1997, during which the other two JLab experimental halls, Hall B and Hall C, were also running experiments. The goal of E91-026 was to measure the elastic electric and magnetic structure functions of the deuteron. This was a coincidence experiment, with the scattered electrons detected in the Electron Arm High Resolution Spectrometer (HRSE) and the recoil deuterons detected in the Hadron Arm High Resolution Spectrometer (HRSH). Elastic $e-p$ calibration data were also taken. The data taking required a range of beam energies (0.539–4.399 GeV) and beam currents (5–120 $\mu$A).

2.2 Accelerator

The Continuous Electron Beam Accelerator (CEBA) of JLab was designed to deliver a continuous beam of electrons simultaneously to three experimental end-stations. A diagram of the racetrack shaped accelerator is given in Figure 2-1. The source of the injector is a 100 keV thermionic emission gun with a maximum beam current of a few mA. Next, the beam is incident on a chopping aperture which contains slits of different sizes, one for each of the experimental Halls A, B and C. The width of these slits determines the beam current that is delivered to each Hall. The chopper sweeps the beam over the slits with a rotating electric field with a frequency of 1497 MHz. The beam then enters the first superconducting
Fig. 2-1: Schematic of the Jefferson Lab accelerator.
accelerator section, 2 1/4 cryomodules, where it is accelerated to 45 MeV and then injected into the North Linac.

The North Linac is a string of 20 cryomodules, with each cryomodule containing eight super-conducting niobium cavities. These cavities are kept super-conducting by 2 K Helium coolant from the Central Helium Liquefier (CHL). The niobium cavities contain electric fields which accelerate the electrons as they travel through them. At the end of the North Linac, the electron beam has a nominal energy of 445 MeV (45 MeV from the injector and 400 MeV from the Linac), although by careful tuning of the accelerating electric field of the cavities, this energy can be raised or lowered, as was the case several times during E91-026. Next, the beam enters the east magnetic recirculation arcs, where it is bent in a semi-circle to the South Linac. Here again the beam is accelerated through a string of 20 cryomodules. At the end of the South Linac, the beam can be extracted for use in any of the experimental halls or it can proceed around the west recirculation arcs for another pass around the accelerator. The beam can traverse the accelerator a maximum of five times, gaining a nominal 800 MeV of energy with each pass around the machine. In the North and South Linacs the different energy beams, resulting from each pass around the accelerator, travel in the same beamline. However, the different energy beams require different bending fields in the recirculation arcs. When the beams reach the arcs they are separated by momentum and each one goes through a different arc (as seen in Figure 2-1). At the end of the arcs, the beams are recombined into the same beamline again. When the beam is of the energy requested by the experimental halls, it is extracted from the accelerator to the Beam Switch Yard (BSY). There the three sets of beam bunches are separated into the appropriate experimental hall beamline by deflecting cavities operating at 499 MHz. Each hall receives a short (1.67 ps) train of pulses with a frequency of 499 MHz.

The beam has a very small transverse size (≤200 μm (FWHM) at 845 MeV). The fractional energy spread (ΔE/E) is at the 10⁻⁴ level. The beam energy is known absolutely
to 0.2% from the analysis of $H(e,e'p)$ scattering data taken in Hall A (see section 3.4).

2.3 Hall A

The Hall A facility is the largest of the three JLab experimental halls, with a diameter of 53 m. It contains two nominally identical high resolution magnetic spectrometers, respectively known as the Electron and the Hadron Spectrometer. Either spectrometer can be configured for positive or negative particle detection by changing the polarity of its magnetic elements. The spectrometers can be moved clockwise or counter-clockwise around the hall. The Electron spectrometer has a minimum angle of 12.5° with respect to the beamline and a maximum central angle of 165.0°, while the Hadron spectrometer has a minimum angle of 12.5° and a maximum central angle of 130.0°.

A schematic of Hall A is shown in Figure 2-2. At the pivot point of the two spectrometers sits the cryotarget, encased within a cylindrical aluminum scattering chamber. The electron beam is incident on the target through the beamline. There are elements along the beamline for measurement of the beam current, beam position, beam energy and beam polarization. The primary target for this experiment was a high power liquid deuterium target. Scattered electrons and recoil deuterons traverse the magnetic elements of the spectrometers and are detected by an array of detectors located in the shield house at the top of each spectrometer. The primary beam continues along the path of the beamline to the beam dump (not shown in Figure 2-2).

2.4 Hall A Arc and Beamline

When the beam has reached the requested energy, it is directed into the appropriate experimental hall. Beam bound for the Hall A target is bent into the hall through an arc containing eight magnets. A knowledge of the magnetic field strength of these magnets and the path of the beam through them allows determination of the incident beam energy. The arc energy measurement was not available during this experiment. After entering the
Fig. 2-2: Schematic of Hall A. Shown are the two high resolution spectrometers, the scattering chamber and the beamline.

Fig. 2-3: The Hall A beamline from the shield wall through the $e$-$p$ energy measurement system (not to scale). This section of the beamline spans approximately 26 m.
hall, the beam travels in a straight section of beamline until the target. This straight section contains the major beamline elements, including a Compton polarimeter, an “e-p energy measurement” device and a Möller polarimeter. None of these devices were directly employed during E91-026, although the magnetic elements of the Möller polarimeter were used for beam tuning (see section 2.4.4 for more details). More details on all of these devices can be found on the Hall A web page [9]. The beamline also contains many smaller elements, such as the Beam Position Monitors (BPMs), used to measure the beam position, the Beam Current Monitors (BCM), used to measure the charge incident on the target and a beam rastering system, used to reduce target density changes and prevent damage to the target cell.

Fig. 2-4: Continuation of Figure 2-3: The Hall A beamline from the Möller target through the cryotarget. This section of beamline spans approximately 18 m. After the target, the primary beam continues to the beam dump (not shown).

2.4.1 Beam Position Monitors

There are five BPMs in the Hall A beamline between the target and the shield wall that separates Hall A from the accelerator (see Figures 2-3 and 2-4). These BPMs are used by the accelerator operators to measure the position of the electron beam inside the beam-pipe. The BPMs measure the position of the beam non-destructively, and can therefore be used
to monitor the beam position continuously.

Each BPM is a cavity with a four-wire antenna array running parallel to its axis, with two wires being used to measure the $x$ (horizontal) position and the other two being used to measure the $y$ (vertical) position of the beam inside the cavity. The antenna wires are positioned at $\pm 45^\circ$ from the horizontal and vertical. When the beam passes through the cavity, it induces a signal in each antenna wire, proportional to the distance from that wire. The $x$ and $y$ beam positions are then given by the asymmetry between the two $x$ antenna wire signals and the two $y$ antenna wire signals, respectively, multiplied by some calibration constants (for a complete description of the operation of the BPMs, see Reference [10]).

For the data taking phase of E91-026, the beam was steered so that its position was within $\pm 0.2$ mm of zero, as read on the last two BPMs before the target (denoted “1H03A” and “1H03B”, respectively). The BPMs have been aligned to the center of the target cell via survey, with an error of approximately 0.5 mm.

2.4.2 Beam Current Monitors

The beam current monitoring system for Hall A consists of a parametric current transformer (Unser monitor [11]) sandwiched between two resonant cavities [12]. The Unser monitor provides an absolute measurement of the current, but it drifts on the time scale of minutes, so it cannot be used to monitor the current continuously. Continuous monitoring of the current is accomplished with the resonant cavities. The cavities have a stable output signal that is proportional to the beam intensity, but they are unable to give an absolute measure of the current. To obtain an absolute current measurement that is stable over time, the outputs of the resonant cavities are calibrated to that of the Unser monitor.

A schematic of the current monitoring system is shown in Figure 2-5. The two resonant cavities, labeled Upstream and Downstream BCM, and the Unser monitor, are seen in the upper-right of this figure. The cavities are steel cylindrical waveguides, 15.48 cm in diameter.
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Fig. 2-5: Diagram of the Hall A current monitoring system.
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and 15.24 cm long. Inside each cavity are two coaxial loop antennas. The smaller of the two loop antennas is for calibration purposes, while the larger picks up the signal from the beam. When the beam passes through the cavity, it excites the TM$_{010}$ mode. This mode has a resonant frequency of 1497 MHz. The large loop antenna then provides an output signal whose voltage is proportional to the beam current. Two possible sources of error in this type of current measurement are temperature variations and radial beam displacements. Since the resonant frequency of the cavity is sensitive to the dimension of the cavity (and therefore to temperature), the BCMs and Unser are housed in a temperature stabilized box where the temperature is regulated to 0.2 °C. This fluctuation leads to an error of 0.07% in the measured beam current. Also, the output signal of the cavity is sensitive to the radial displacement of the beam from the cavity axis, leading to an error of about 0.06% per cm of radial displacement. In practice, the beam is kept within millimeters of the cavity axis, leading to a very small error on the measured beam current from radial displacements.

The signal from each cavity is then fed into a down-converter (top-left in Figure 2-5), where it is reduced from 1497 MHz to 1 MHz for transmission to the electronics located in the Hall A counting house (bottom-left in Figure 2-5). For each BCM signal, two outputs are available in the counting house: a digital output from a HP 3458A multi-meter and an analog output. The output from the digital multi-meter is fed into a control system developed in the EPICS environment (see Section 2.5.1.7 for EPICS information). This signal comes in one second intervals and represents a rms average of the input signal during that second. The resulting number is proportional to the average beam current (and therefore charge) during that second. To obtain the absolute value of the beam current, the multi-meter output is multiplied by a calibration constant (see section 3.3 for the measurement of the calibration constant). About each four seconds, the value of the beam current (multi-meter output times calibration constant) is written into the data stream, allowing later extraction of the charge accumulated during a data run.
The other output from the current measurement system is the analog output from the RMS to DC converters (one for each BCM) in the counting house (bottom-left in Figure 2-5). The RMS to DC converter produces a DC voltage level which is fed into a Voltage-to-Frequency (VtoF) converter whose output frequency is proportional to the input DC level. The output from the VtoF is then fed into scalers and injected into the data stream with the rest of the scaler information, leading to an accumulated scaler sum at the end of a run which is proportional to the beam charge. To obtain an absolute measure of the charge accumulated during a run, the scaler sum from the VtoF is compared to the EPICS output of the multimeter during that same run (for details on the VtoF calibration, see Reference [13]).

Both of the above methods of monitoring the beam current (sampled and integrated) should be able to yield accurate estimates of the charge accumulated during a run, as long as beam variations do not occur on the time scale with which the sampled EPICS data is recorded. During this experiment, the beam delivery was stable, so the charge accumulated during a run was extracted from the (sampled) multi-meter data which was written into the data stream.

2.4.3 Beam Rastering System

In an effort to reduce beam-induced target density changes and prevent damage from depositing too much beam power in too small an area, the beam is rastered before it impinges on the target. The hardware for the rastering system is located 23 m upstream of the cryotarget, between the beam current monitors and the e-p energy measurement system (see Figure 2-3). For a complete description of the raster hardware, see Reference [14].

The fast rastering system consists of two sets of steering magnets. The first set has its magnetic field oriented so as to deflect the beam horizontally and the second set has its magnetic field oriented to deflect the beam vertically. The magnetic fields of the deflecting
coils were varied sinusoidally, at 25.3 kHz in the horizontal direction and 17.7 kHz in the vertical direction. The ratio of the oscillation frequencies of the two coils was chosen so that the resulting raster pattern would sweep out a rectangular pattern at the target. The beam position on an event by event basis is shown in Figure 2-6. Since the beam rastering was sinusoidal, the beam spent more time around the edges of the raster pattern.

Fig. 2-6: Beam profile with the fast raster showing the position of the beam on target, taken on an event by event basis. For normal data taking, the raster size was set for (±1.7 mm) × (±1.4 mm) (x and y dimensions, respectively), while the spot in this picture is approximately (±2.5 mm) × (±2.5 mm).

2.4.4 Beamline Magnetic Elements

As seen in Figures 2-3 and 2-4, the Möller polarimeter is placed between the $e$-$p$ energy measurement system and the cryotarget. The polarimeter is used to make measurements of the polarization of the incident electron beam. The beam was unpolarized for this experiment, so no Möller measurements were made, but the three quadrupole magnetic elements of the Möller polarimeter were used by the machine operators for beam tuning.
2.4.5 Scattering Chamber

The scattering chamber used in this experiment consisted of three sections. The bottom section was fixed to the pivot of the Hall. This section contained several viewports through which the targets could be visually inspected and several ports for vacuum pumps. The middle section, where the beam interacted with the target, was an aluminum cylinder with an inner diameter of 104 cm, a height of 91 cm and a wall thickness of 5 cm. The beam entrance and exit pipes were coupled directly to this central section, so the beam passed through no material before interacting with the target. Scattered particles exited the scattering chamber to the spectrometers through aluminum exit windows. Both exit windows were 18 cm tall and together these windows span about 93% of the scattering chamber’s circumference, interrupted only by supports for the beam entry and exit and four additional smaller supports spaced around the circumference. The scattering chamber exit windows for both the electron and hadron spectrometer were made of 0.016 inch thick aluminum sheet (5052-H34 alloy, density: 2.68 g/cm$^3$). The third and uppermost section of the scattering chamber contained space for the cryogenic target plumbing and instrumentation related to its coolant.

All three sections of the scattering chamber were maintained under vacuum. Besides reducing multiple scattering, the chamber vacuum served as an insulator which helped keep the cryogenic target cold. The vacuum level was carefully maintained at the $10^{-6}$ Torr level. Any degradation in the scattering chamber vacuum was quickly noted, as it led to an increase in temperature of the cryogenic target.

2.4.6 Exit Beamline and Beam Dump

Attached directly to the rear of the scattering chamber is the exit beamline, which terminates at the Hall A beam dump. The exit beamline is divided into two sections which are
separated by a kapton window. In the first section after the scattering chamber (approximately 1.5 m long), the vacuum is maintained at the same level as in the primary beamline ($10^{-6}$ Torr). In the second section, after the kapton window, the vacuum is maintained at the level of $10^{-4}$ Torr. This second section extends the remaining approximately 28.5 m toward the beam dump. The beam spot starts to blow up because of multiple scattering in the target. As the beam spot expands, so does the beam halo, and to contain the majority of the halo, the diameter of the exit beam pipe grows with a cone opening angle of 1.5°.

The beam terminates on the beam dump. The window of the Hall A beam dump is a sandwich of two beryllium plates with water flowing between them. After this diffuser, beam particles continue on to the main beam dump through a 20 m helium filled pipe approximately 45 cm in diameter. The main beam dump contains water-cooled aluminum plates where the beam deposits its energy. In many cases beam is delivered to the hall with raster off and empty target. The diffuser is required to guarantee that the beam spot on the surface of the aluminum plates of the main beam dump has a minimum size of 2 cm $\times$ 2 cm. This design of the exit beamline and beam dump reduces the radiation in the hall compared to other designs in which the exit beamline is filled with helium as in the case of Hall C.

2.5 Targets

A schematic of the target ladder used in this experiment is shown in Figure 2-7. Shown in this figure (from top to bottom) are the three cryogenic target loops, the three aluminum dummy targets that were used to estimate the contribution from the target cell windows and the five solid targets that were used for various calibration purposes.

2.5.1 Cryotargets

The cryogenic portion of the Hall A target consists of three target loops, each of which has two target cells (see Figure 2-8). These target cells are of lengths 15 cm and 4 cm. The
Fig. 2-7: Side view of the Hall A cryotarget with the attached solid target ladder. Shown, from top to bottom, are the three cryogenic target blocks (each block consists of two cells of lengths 15 and 4 centimeters), the three aluminum dummy targets and the five solid targets.
Fig. 2-8: Downstream view of the three cryotarget loops inside the scattering chamber. Some of the target wiring and insulated target plumbing can be seen on the left.
Fig. 2-9: Diagram of a single target loop. Shown are all of the main loop components. The squares represent the three types of temperature sensors: (C)ernox, (A)llen-Bradley and (V)apor pressure bulbs.
cryogen in Loop 2 (middle) is liquid hydrogen (LH$_2$), while the cryogen in Loops 1 (top) and 3 (bottom) can alternate between liquid deuterium (LD$_2$) and gaseous $^4$He according to data taking requirements. The unused loop was filled with $^4$He at pressure of $\sim$22 psia to protect its cells in case of catastrophic vacuum failure. During the first period of E91-026, data were taken for the $B(Q^2)$ measurement, using the 15 cm Loop 1 target cell as the deuterium target. To maximize the magnetic structure function’s contribution to the cross section, the electron spectrometer was placed at a backward scattering angle (144.5$^\circ$). At this scattering angle, a portion of the scattered electrons would re-scatter through the target cell block (the metal block to which the targets are attached, see Figures 2-9 and 2-11). In order to reduce this effect’s contributions, a collimator was installed on the 15 cm target cell of Loop 1. The use of this collimator was unnecessary during the $A(Q^2)$ data taking (during which scattered electrons were detected at forward angles), so to minimize mechanical changes to the target, liquid deuterium was switched to Loop 3 (which had no collimator) and the cryogen in Loop 1 was changed to gaseous $^4$He. The target remained in this configuration for the rest of the data taking. Note that the gaseous $^4$He loop was not used as a target. It functions as a spare loop which will be used in the future. The whole target ladder shown in Figure 2-7 is connected to a vertical lifting mechanism so that the desired target cell can be placed in the path of the beam. In the target ladder’s uppermost vertical position, the beam passes through the empty target, straight to the beam dump.

A diagram of one of the loops can be seen in Figures 2-9 and 2-10. The main components in each loop are the heat exchanger, the axial fan, the cell block, the heaters and the temperature thermometry.

2.5.1.1 Heat Exchanger

The heat exchanger is seen at the top of Figure 2-9. Inside the heat exchanger are three concentric cylinders filled with fin-tubing. Gaseous $^4$He from the End Station Refrigerator
(ESR) provides cooling for the Hall A Cryotarget at a nominal rate of 10 g/s with a temperature of 15 K and a pressure of 12 atm. The ESR can provide up to 26 g/s to the three halls. One gram of refrigerant per second supplies roughly 50 W of cooling power. The flow to each loop can be adjusted depending upon the amount of cooling power needed by partially opening or closing a Joule-Thompson Valve (J-T Valve). The coolant passing the J-T valve flows through the tubing in the heat exchanger and returns to ESR at 20 K and 2.6 atm. The temperature of the coolant was monitored using Silicon Diode temperature sensors, DT-470-SD-11. The axial fan, located at the center of the heat exchanger, pumps the target cryogen around the fin-tubing, in the direction denoted by the arrows, from the heat exchanger to the cell block and back again.

2.5.1.2 Loop Pump

The pump (also called fan) in each loop circulates the target cryogen through the target cells and then through the heat exchanger, around the fin-tubing. The pump is located
at the center of the heat exchanger and is powered by a three phase motor. Each motor is driven by a three phase variable frequency controller located in the main electronics racks for the target. Table 2-1 lists the operating parameters of the fans for hydrogen and deuterium and their dependence on the fan frequency. The fan in the hydrogen target was driven at 81.6 Hz while the fan in the deuterium target was driven at 67.2 Hz. The current and the voltage listed in the table are those drawn by the motor. The heat power deposited in each loop by the motor is also listed. The flow speed of the cryogen depends upon the rotation frequency of the axial fan that circulates the target fluid. This circulation rate was optimized during the target commissioning. The mass flow of the circulating fluid can be determined from its temperature rise across a known power source. The mass flow was measured from the temperature difference between the two Cernox before and after the cell when beam was on target. Then, the flow speed through an area can be calculated from the mass flow. The flow speed of the cryogen normal to the electron beam was measured to be 80 cm/s for hydrogen and 70 cm/s for deuterium. Both fans were \( \sim 30\% \) efficient.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( F(f) )</th>
<th>Hydrogen Target</th>
<th>Deuterium Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fan Frequency, ( f ) (Hz)</td>
<td>( - )</td>
<td>81.6</td>
<td>67.2</td>
</tr>
<tr>
<td>Current (A)</td>
<td>( \sim f^1 )</td>
<td>3.0</td>
<td>4.5</td>
</tr>
<tr>
<td>Voltage (V)</td>
<td>( \sim f^1 )</td>
<td>37</td>
<td>36</td>
</tr>
<tr>
<td>Power (W)</td>
<td>( \sim f^3 )</td>
<td>130</td>
<td>150</td>
</tr>
<tr>
<td>Differential Pressure (psi)</td>
<td>( \sim f^2 )</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Mass Flow (g/s)</td>
<td>( \sim f^1 )</td>
<td>250</td>
<td>480</td>
</tr>
<tr>
<td>Flow Speed (cm/s)</td>
<td>( \sim f^1 )</td>
<td>80</td>
<td>70</td>
</tr>
<tr>
<td>Fan Efficiency (%)</td>
<td>( \sim f^0 )</td>
<td>30</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 2-1: The operating parameters of the fans for hydrogen and deuterium and their dependence on the fan frequency, \( F(f) \).
2.5.1.3 Cells and Cell Block

A side view of a cell block and its pair of target cells can be seen in Figure 2-11. The target cells themselves are thin cylinders made from Aluminum beer can stock. The cans have a diameter of 2.55 inch and a sidewall thickness of 0.007\(\pm 0.001\) inch (see Reference [15] for all target measurements). The upstream end of the target can is soldered onto the cell block. Inside each target cell is a flow diverter which forces the cryogen into the beam path through an area of \(\sim 42 \text{ cm}^2\) (for the 15 cm can). The target liquid flows through the two target cans from bottom to top, \textit{i.e.} the cryogen flows first through the 4 cm cell and then through the 15 cm and back to the heat exchanger. The nominal target lengths are 15 cm and 4 cm. The actual target lengths vary with construction and operating temperature and pressure. Table 2-2 lists the lengths of each target cell (without the windows), corrected for their operating pressure (22 psia for Loop 1 and Loop 3 and 26 psia for Loop 2) and for thermal contraction (\(\sim 0.4\%\) at 20 K).
The thickness of the target cells and downstream windows was measured using the Coordinate Measurement Machine (CMM). The thickness of the upstream window is 0.0028 inch for all the cells. The error on the target length calculation (without beam) is ~0.1% and is due mainly to the uncertainty of the thermal contraction. The downstream window original thickness was 0.014 inch. Its thickness was reduced by etching it in a chemical bath. Table 2-3 lists the the properties of the upstream and downstream windows.

<table>
<thead>
<tr>
<th>Upstream Window</th>
<th>Downstream Window</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al Alloy</td>
<td>5052</td>
</tr>
<tr>
<td>Density (g/cm³)</td>
<td>2.68</td>
</tr>
<tr>
<td>Thickness (inch)</td>
<td>0.0028</td>
</tr>
<tr>
<td>X₀ (g/cm²)</td>
<td>23.85</td>
</tr>
<tr>
<td>Radiation Length (r.l.)</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

Table 2-3: Upstream and downstream target windows material. The average thickness of the downstream window is used in this table.

To reduce the heat radiated from the wall of the scattering chamber to the cells and cell blocks, each target cell was wrapped on the side with 4 layers of superinsulation. Each layer consisted of one sheet of aluminum (thickness: 0.00025 inch) and three sheets of fiber glass (thickness: 0.0010 inch each).
2.5.1.4 Heaters

Two types of heaters were employed: “high” and “low” power heaters. The high power heaters (~26 Ω each) are kapton encased wires embedded in the heat exchanger. These heaters can provide more than 700 W of power. They are used to regulate the temperature of the cryogen during periods when the electron beam is off. The low power heaters (~23 Ω each) are located on the inlet side of the cell block. They can provide up to 50 W of heating power and were used to compensate for small temperature variations caused by a small change in coolant flow or temperature.

2.5.1.5 Thermometry

Each loop was monitored by several different types of temperature gauges with a particular range of temperatures to which it is calibrated. These different types of thermometers have different accuracies. The temperature sensors which are most accurate at our cryogenic temperatures are the Cernox Temperature Sensors, CX-1070-SD. There are four of them per loop; two on the cryogen inlet side, one on the outlet side, and one in the heat exchanger. The one in the heat exchanger was calibrated from 4 K to 300 K while the others from 4 K to 80 K. These sensors provide resistive temperature measurements. The resistors are calibrated by the manufacturer (LakeShore) and the calibrations are loaded into a temperature monitoring unit, Oxford Temperature Controllers Model ITC502, which converts the measured resistance to temperature. There are two Allen-Bradley temperature sensors (1/8 W, 270 Ω resistors) located in each loop, one on the cryogen inlet side and one in the heat exchanger. These sensors are less accurate at our cryogenic temperatures than the Cernox sensors and are used mostly as a visual check that the temperature is in the correct range. In addition, they are used to monitor the target’s temperature during cool-down periods and act like level sensors to check when the heat exchanger is filled with liquid. The third type of temperature measurement is deduced from the vapor pressure inside a hydrogen
filled bulb. There are two vapor pressure bulbs located in the target loop, with one on the cryogen inlet side and one in the heat exchanger. As with the Allen-Bradley sensors, this method is used as a visual check that the cryogen’s temperature is in the correct range.

Fig. 2-12: Absolute calibration of Cernox compared to liquid helium temperature. The diamond point is the expected $^4$He liquid temperature at 810 Torr.

The temperature sensors were tested in the Vertical Test Area (VTA) in the JLab Test Lab before installing them in the target. The sensors were mounted on an aluminum plate and put at the bottom of a vertical dewar. Liquid $^4$He was then poured in and gradually heated (above 4.29 K it becomes gas). The readings of the sensors were continuously recorded. Figure 2-12 shows the average temperature of $^4$He in the dewar as measured by the Cernox resistors versus time. When the sensors were completely emerged in liquid helium, their average temperature was 4.28 K. The pressure in the dewar was 810 Torr which corresponds to liquid helium temperature of 4.29 K [16]. Figure 2-13 shows the difference between the temperature reading of each Cernox sensor and the average temperature of all the Cernox sensors versus the average temperature. The Cernox sensors were absolutely
calibrated to within ±50 mK around the operating range of interest.

Fig. 2-13: The difference between the Cernox temperature readings (calibrated from 4 K to 80 K) and their average temperature. The Cernox sensors were absolutely calibrated to within ±50 mK around the operating range of interest.

The sensors were also emerged in liquid nitrogen and the temperature was recorded for each sensor. The average of the Cernox readings is 77.5 K. The expected liquid nitrogen temperature is 77.4 K.

2.5.1.6 Loop One Collimator

Experiment E91-026 required a 15 cm deuterium target with a collimator to collimate the cell block and the downstream window for the backward angle (144.5°) measurement of the magnetic form factor of the deuteron. Loop 1 was modified for this purpose and was used as the deuterium target form October 11 to October 27, 1997. The collimator (see Figure 2-14) reduced the 15 cm target length to 9.31 cm (3.07 cm upstream and 6.24 cm downstream). The collimator was made of two tungsten blocks of 1 cm thickness (2.86 r.l.) and height of 1.90 cm.
2.5.1.7 Control System

The control system development environment known as EPICS (Experimental Physics and Industrial Control System) was used to develop the interfaces needed for remote control of the cryotarget hardware. The EPICS development environment consists of a collection of C codes and MOTIF programs developed by Los Alamos National Laboratory and Argonne National Laboratory.

The physical architecture of a control system developed in the EPICS environment is shown in the left half of Figure 2-15. A workstation (here an HP 745) runs the graphical user interfaces (GUIs) or other programs which communicate via Ethernet to an IOC (Input/Output Controller). The IOC for the cryotarget is a VME based Motorola MV162-532 single board computer. The communication with the hardware is through the IOC. In the right half of Figure 2-15 is a schematic of the actual software tools which make the hardware communication possible. For the cryotarget, GUI development programs such as TCL/TK were used to develop control screens for each piece of hardware to be controlled. When
Fig. 2-15: Physical (left) and logical (right) architecture of a control system developed in the EPICS environment.
the status of a hardware device is queried or changed, the GUI communicates to the IOC via a network protocol known as channel access. Explicitly, the GUI communicates with a database which runs on the IOC. This database contains multiple records for each device that is to be controlled. Most of these records refer to a specific function to be performed by a device, such as reading the output of a temperature sensor or setting the position of a valve. The database is monitored by the record support. When a change or update of a hardware device is requested, the record support calls the device support routines necessary to query the hardware. Depending upon the complexity of the hardware, the device support may communicate directly with it or it may call a specialized driver support to do the communication. This cycle continues over and over, for each change or update of a device’s status.

The control system for the Hall A target was developed entirely in the EPICS environment. There are 13 serial devices, two relay boards and five I/O boards that are queried and controlled, on time scales of 0.1 to 10 seconds. The GUI contains approximately 40 sub-screens which allow communication with the 1200 records in the IOC’s database.

2.5.1.8 Target Density

The operating temperature and pressure of the hydrogen and deuterium target loops are shown in Table 2-4. The temperature is determined by the Cernox resistive temperature measurements, while the pressure is measured by two pressure transducers, one located in the target fill line and the other in the target return line. The error on the density results from three sources. The first is the error on the measured temperature and pressure. The Cernox temperature measurements have an absolute accuracy of ±50 mK. The density (ρ) dependence on temperature (T) is \( \frac{1}{\rho} \frac{d\rho}{dT} = -1.5\% / K \), which leads to an error of less than 0.1% in the density from temperature uncertainty. The pressure measurement from the pressure transducers has an error of about ±0.3 psia. The dependence of density on
pressure \( (P) \) is \( \frac{1}{p \, dp} = 0.01\%/\text{psia} \), which leads to an error of much less than 0.1% in the density from the pressure measurement. The additional sources of error in the density are the uncertainty in the equations of state and uncertainty in our knowledge of the relative amounts of ortho versus para molecules in the hydrogen and deuterium target fluid (because the two molecular states have different densities).

<table>
<thead>
<tr>
<th>Target Liquid</th>
<th>Temperature K</th>
<th>Pressure psia</th>
<th>Density g/cm(^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrogen</td>
<td>19.00</td>
<td>26.0</td>
<td>0.07230±0.00007</td>
</tr>
<tr>
<td>Deuterium</td>
<td>22.00</td>
<td>22.0</td>
<td>0.1670±0.0005</td>
</tr>
</tbody>
</table>

Table 2-4: Target density (para H\(_2\) and normal D\(_2\)).

Different relative orientations of the two nuclear spins in the diatomic molecules H\(_2\) and D\(_2\) give rise to the molecular states designated by the prefixes ortho and para. The equilibrium ortho-para composition is temperature dependent. The high temperature concentration of hydrogen, closely approached at room temperature and known as “normal” hydrogen, is 75% ortho-hydrogen (nuclear spins in the same direction) and 25% para-hydrogen (nuclear spins in opposite directions). The high temperature equilibrium composition of deuterium is 67% ortho and 33% para. For D\(_2\), no difference in \( P - \rho - T \) values for different ortho-para mixtures could be observed. On the other hand the density of ortho-para mixtures of hydrogen will vary very little and the differences in density between normal and pure para-hydrogen is about 0.5-0.7% (normal hydrogen has the larger density). At 19 K, the equilibrium concentration is almost 100% para. The assumption that the target liquid hydrogen is in equilibrium is valid since the hydrogen has some impurities which act as catalysts for ortho-para conversion and the time scale is long enough for conversion to equilibrium. Since this experiment ran for 60 days, the error in the hydrogen target density due to ortho-para states is negligible.

The error in the density calculation (without beam) is \( \sim 0.1\% \) for H\(_2\) and 0.3% for D\(_2\)
and is due mainly to the uncertainty of the equations of state. All of these factors combined lead to an operating density of $0.07230 \pm 0.00007 \text{ g/cm}^3$ for hydrogen and $0.1670 \pm 0.0005 \text{ g/cm}^3$ for deuterium in the absence of beam. With beam, there is an additional current-dependent uncertainty in the target density as will be described in Section 3.8.4.

2.5.1.9 Gas Purity

A chemical analysis of the hydrogen target gas was performed by Atlantic Analytical Laboratory. The purity of the hydrogen gas was found to be 99.8% where the largest contaminations were nitrogen (0.1%), oxygen and carbon dioxide. These gases should freeze at 19 K on the surfaces in the heat exchanger. Therefore it is assumed that the contamination in the target cell is negligible and no correction in density is applied. For the deuterium gas, a sample was sent for analysis but it was contaminated during shipping. The deuterium supplied to Jefferson Lab has the same purity as hydrogen. The purity of deuterium was assumed the same as for hydrogen and no correction was applied in the analysis.

2.5.1.10 Luminosity and Heat Deposition

Using this target system, we were able to achieve record high luminosity for both liquid hydrogen and deuterium. Table 2-5 lists the luminosity achieved at 100 $\mu$A beam current and the energy deposited in the target by the beam at this current. The energy loss for deuterium is the hydrogen value scaled by $Z/A = 1/2$.

2.5.2 Dummy and Solid Targets

Attached to the bottom of the cryotarget ladder was a solid target ladder with three aluminum dummy targets and five solid target positions (see Figure 2-7). Each dummy target consists of two flat plates of aluminum, separated by empty space. The three dummy targets, with separations of 10 cm, 15 cm and 4 cm, were used to estimate the contribution of the target aluminum windows to the cross sections. Table 2-6 lists the thicknesses and the
Table 2-5: Luminosity and heat deposition in the target at 100 μA beam current.

<table>
<thead>
<tr>
<th>Material</th>
<th>Hydrogen</th>
<th>Deuterium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (g/cm³)</td>
<td>0.07230</td>
<td>0.16700</td>
</tr>
<tr>
<td>Length (cm)</td>
<td>15.0</td>
<td>15.0</td>
</tr>
<tr>
<td>$\frac{dp}{dx}$ (MeV cm² g⁻¹)</td>
<td>5.4</td>
<td>2.7</td>
</tr>
<tr>
<td>Power (W)</td>
<td>586</td>
<td>676</td>
</tr>
<tr>
<td>Luminosity (cm⁻² s⁻¹)</td>
<td>$4.1 \times 10^{38}$</td>
<td>$4.7 \times 10^{38}$</td>
</tr>
<tr>
<td>$X_\sigma$ (g/cm²)</td>
<td>61.28</td>
<td>122.4</td>
</tr>
<tr>
<td>Radiation Length</td>
<td>0.0177</td>
<td>0.0205</td>
</tr>
</tbody>
</table>

Table 2-6: Dummy target thicknesses and materials.

<table>
<thead>
<tr>
<th>Target</th>
<th>10 cm Dummy</th>
<th>15 cm Dummy</th>
<th>4 cm Dummy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (g/cm³)</td>
<td>2.71</td>
<td>2.71</td>
<td>2.71</td>
</tr>
<tr>
<td>Thickness (×10⁻³ inch)</td>
<td>36.95</td>
<td>36.60</td>
<td>38.85</td>
</tr>
<tr>
<td>$X_\sigma$ (g/cm²)</td>
<td>24.12</td>
<td>24.12</td>
<td>24.12</td>
</tr>
<tr>
<td>Radiation Length</td>
<td>0.0105</td>
<td>0.0104</td>
<td>0.0111</td>
</tr>
</tbody>
</table>

Table 2-7 lists the position of the plates and the length of the dummy targets.

Below the dummy targets were the solid foil targets. On this ladder there were two aluminum targets, one carbon target, one beryllium-oxide (BeO) target and one empty target with no target foil. Each target (except the empty target) was approximately 2.54 cm high and 1.91 cm wide. Table 2-8 lists the thicknesses of each target.

At the top of the solid target ladder is an aluminum target with two small holes (1 mm and 2 mm square) in it. This target was used during the fast raster commissioning, with the idea that the dimensions of the rectangular holes were known so the dimensions of a
Table 2-7: Dummy target z positions and lengths. +z is along the direction of the beam to the beam dump.

<table>
<thead>
<tr>
<th>Dummy Target cm</th>
<th>z position of upstream foil mm</th>
<th>z position of downstream foil mm</th>
<th>Cold distance between center of foils cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>-47.77±0.2</td>
<td>+51.86±0.2</td>
<td>9.96±0.03</td>
</tr>
<tr>
<td>15</td>
<td>-73.15±0.2</td>
<td>+76.31±0.2</td>
<td>14.95±0.04</td>
</tr>
<tr>
<td>4</td>
<td>-17.79±0.2</td>
<td>+22.47±0.2</td>
<td>4.03±0.01</td>
</tr>
</tbody>
</table>

Table 2-8: Solid target thicknesses and materials.

<table>
<thead>
<tr>
<th>Target</th>
<th>C</th>
<th>Al</th>
<th>BeO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness (×10⁻³ inch)</td>
<td>40.0±0.1</td>
<td>40.0±0.5</td>
<td>20.0±0.5</td>
</tr>
<tr>
<td>Dimensions (inch)</td>
<td>1.00×0.75</td>
<td>1.00×0.75</td>
<td>1.00×0.75</td>
</tr>
<tr>
<td>Density</td>
<td>223.20±0.14 mg/cm²</td>
<td>2.71 g/cm³</td>
<td>—</td>
</tr>
</tbody>
</table>

rastered beam passing through the holes could be discerned. Next are carbon and aluminum target foils. These targets can be used for spectrometer studies. Next on the solid target ladder is the beryllium-oxide target. When the beam is incident on a BeO target, it causes the target to glow brilliantly. This target is used for a visual check that the beam is present and in the correct position with a well defined shape. At the bottom of the solid target ladder is the empty target, which is essentially an aluminum foil with a circular hole cut in it. The empty target functions as the “target-out-of-beam” position, because when it is positioned in the beam’s path, the beam goes through the hole, straight to the beam dump.

2.6 High Resolution Spectrometers

There are two superconducting high resolution spectrometers in Hall A which are nominally identical in terms of their magnetic properties. The spectrometer magnets are in a QQDQ (quadrupole, quadrupole, dipole, quadrupole) configuration, as shown in Figure 2-16. The dipole has focusing effects due to a 30° tilt angle of the entrance and exit pole faces and a negative first order field index, \( n = -1.26 \). The optical length of the spectrometer is
Fig. 2-16: Side view of the Hall A High Resolution Spectrometer. Shown are the scattering chamber and the spectrometer magnetic elements, including the dipole and the three quadrupole magnets (labeled Q1, Q2, and Q3). The detectors are inside the shield house at the top of the spectrometer.

23.4 m, with a 45° vertical bending angle at the dipole. Due to a short in the copper part of the superconducting coils in the Hadron dipole, the Hadron arm spectrometer is limited to a 3.2 GeV/c maximum momentum (instead of 4.0 GeV/c). Table 2-9 summarizes the design goals from the CEBAF Conceptual Design Report [20] and present performance of the HRS. The TRANSPORT [21] Model of the HRS is listed in Table 2-10.

The entrance window of each spectrometer is separated from the scattering chamber exit windows by 20 cm of air. The entrance window is covered with 0.18 mm (0.007 inch) of Kapton foil. A box containing three movable tungsten collimators [23] is located between this entrance window and the first quadrupole (Q1). The upper collimator is a sieve slit. This collimator is 5 mm thick and has a 7×7 grid of holes bored in it; two of the holes are 4 mm in diameter and the rest are 2 mm in diameter. These two holes are used to verify proper left-right and top-bottom positioning. The sieve slit collimator is used during spectrometer optics studies. The middle collimator is an 8 cm thick, 6 msr (6.29 cm wide
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>CDR</th>
<th>Measured Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bend angle (vertical)</td>
<td>45°</td>
<td></td>
</tr>
<tr>
<td>Bend radius</td>
<td>8.40 m</td>
<td></td>
</tr>
<tr>
<td>Optical length</td>
<td>23.4 m</td>
<td></td>
</tr>
<tr>
<td>Momentum range</td>
<td>0.3 to 4.0 GeV/c</td>
<td></td>
</tr>
<tr>
<td>Momentum acceptance</td>
<td>±5 %</td>
<td></td>
</tr>
<tr>
<td>Momentum dispersion</td>
<td>12.4 cm / %</td>
<td></td>
</tr>
<tr>
<td>Radial linear magnification</td>
<td>-2.5</td>
<td></td>
</tr>
<tr>
<td>Range of scattering angle</td>
<td>12.5° to 165° (E)</td>
<td>12.5° to 130° (H)</td>
</tr>
<tr>
<td>Horizontal angular acceptance</td>
<td>±30 mrad</td>
<td></td>
</tr>
<tr>
<td>Vertical angular acceptance</td>
<td>±65 mrad</td>
<td></td>
</tr>
<tr>
<td>Solid angle</td>
<td>7.8 msr</td>
<td></td>
</tr>
<tr>
<td>Transverse length acceptance</td>
<td>±5 cm</td>
<td></td>
</tr>
<tr>
<td>Momentum resolution (FWHM)</td>
<td>$1 \times 10^{-4}$</td>
<td>$2.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>Horizontal angle resolution (FWHM)</td>
<td>0.5 mrad</td>
<td>2 mrad</td>
</tr>
<tr>
<td>Vertical angle resolution (FWHM)</td>
<td>1.0 mrad</td>
<td>6 mrad</td>
</tr>
<tr>
<td>Transverse position resolution (FWHM)</td>
<td>1 mm</td>
<td>3 mm</td>
</tr>
</tbody>
</table>

Table 2-9: HRS design goals and present performance. Design values are from the Conceptual Design Report (CDR) [20]. Measured values are from commissioning elastic data with a thin $^{12}$C target at an electron beam energy of 845 MeV [22].
### Table 2-10: TRANSPORT Model of the two Hall A High Resolution Spectrometers

The numbers in parenthesis are for the Hadron arm. Fields and gradients are for 4 GeV/c.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target to Q1</td>
<td>1.5903 m (1.6000)</td>
</tr>
<tr>
<td>Q1 Magnetic Length</td>
<td>0.9413 m</td>
</tr>
<tr>
<td>Q1 Field Gradient</td>
<td>7.7845 T/m (7.7616)</td>
</tr>
<tr>
<td>Q1 Radius</td>
<td>15 cm</td>
</tr>
<tr>
<td>Q1 to Q2</td>
<td>1.1721 m (1.1558)</td>
</tr>
<tr>
<td>Q2 Magnetic Length</td>
<td>1.8266 m</td>
</tr>
<tr>
<td>Q2 Field Gradient</td>
<td>-3.0867 T/m (-3.0789)</td>
</tr>
<tr>
<td>Q2 Radius</td>
<td>30 cm</td>
</tr>
<tr>
<td>Q2 to Dipole</td>
<td>4.4308 m (4.3474)</td>
</tr>
<tr>
<td>Dipole Magnetic length</td>
<td>6.5973 m</td>
</tr>
<tr>
<td>Dipole Field index ($n$)</td>
<td>-1.26</td>
</tr>
<tr>
<td>Dipole Central field $B_0$</td>
<td>1.5884 T</td>
</tr>
<tr>
<td>Dipole Central gap</td>
<td>25 cm</td>
</tr>
<tr>
<td>Dipole Effective width</td>
<td>90 cm</td>
</tr>
<tr>
<td>Dipole Entrance pole face rotation</td>
<td>-30°</td>
</tr>
<tr>
<td>Dipole Exit pole face rotation</td>
<td>-30°</td>
</tr>
<tr>
<td>Dipole Entrance curvature ($R_1$)</td>
<td>1.57 m</td>
</tr>
<tr>
<td>Dipole Exit curvature ($R_2$)</td>
<td>-2.80 m</td>
</tr>
<tr>
<td>Dipole to Q3</td>
<td>1.5925 m (1.5910)</td>
</tr>
<tr>
<td>Q3 Magnetic Length</td>
<td>1.8268 m</td>
</tr>
<tr>
<td>Q3 Field Gradient</td>
<td>-2.8559 T/m (-2.8475)</td>
</tr>
<tr>
<td>Q3 Radius</td>
<td>30 cm</td>
</tr>
<tr>
<td>Q3 to Focal Plane</td>
<td>3.4523 m (3.4538)</td>
</tr>
</tbody>
</table>
\(12.18 \text{ cm high, at a distance of 110.9 cm from the target}\) rectangular collimator. This collimator can be used to assure that the limits of acceptance of the spectrometer are well defined. The bottom collimator is an “empty collimator” which performs no collimation. At the top of each spectrometer is a 0.10 mm (0.004 inch) thick titanium exit window, situated between the spectrometer’s last quadrupole (Q3) and the detector shield house.

The HRS was operated in its standard tune: point-to-point focusing in the dispersive plane and mixed focusing in the transverse plane. In the transverse plane a compromise is made in order to achieve both good position resolution (optimized in point to point) and good angular resolution (optimized in parallel to point). This tune provides very high momentum resolution, large momentum acceptance, large solid angle, and large extended target acceptance (see Table 2-9). In this tune, Q1 focuses in the dispersive direction while Q2 and Q3 focus in the transverse direction. The dipole field is monitored and regulated with a NMR probe. The quadrupole fields are regulated by monitoring the current in the magnets. The field of the dipole is stable at the \(10^{-5}\) level.

The focal plane was designed to be at 45° with respect to the central ray, and coincides with the first wire plane. The true focal plane of the spectrometer is tilted forward from the “detector” focal plane (used in the software) by 71°. Figure 2-17 shows a SNAKE simulation [24] of a set of rays traced from the target to the first scintillator plane. The focal plane is shown as a dotted line.

The absolute central momentum for both spectrometers was calibrated, prior to this experiment, assuming the nominal value of the beam energy. Although the beam energy was found after this experiment to be lower than the nominal energy by \(\sim 0.6\%\) (see Section 3.4), the momenta settings of the Electron and Hadron spectrometers were set close to the desired values (see Figure 2-18). The relative momenta settings of the Electron and the Hadron arms were determined by measuring the position of the elastic peaks at the focal plane. In the dipole, two NMR probes are placed at slightly more than 0.4 m from the
Fig. 2-17: SNAKE simulation [24] of a set of rays traced from the target to the first scintillator plane for HRS central momentum $P_0 = 4$ GeV/c. Rays originate from target point (0,0) with momentum $\frac{P - P_0}{P_0} = -3\%$ to $+3\%$ with a 1\% step and vertical angles $(0, +50, -50)$ mrad.
Fig. 2-18: The relative momenta settings of the Electron and Hadron spectrometers for all $e-p$ runs and the high statistics $e-d$ runs. The Electron spectrometer momentum was intentionally lowered by 1% for the $e-p$ and $e-d$ backward runs.

The angle of the spectrometer is measured by comparing the position of the back of the spectrometer to marks that have been scribed on the floor of the hall with the help of the Jefferson Lab Survey Group. The marks are at a 10 m radial distance from the center of the centerline of the magnet, one on the high field side and the other on the low field side. This second NMR probe is normally used to set and monitor the magnetic field of the Hadron dipole during experiments. In the case of the Electron arm, the magnetic field of the dipole is set by the average of the high and low field probes rather than just the low field probe. This difference in the operating procedure is rather historical. The central field $B_0$ is then calculated from the low field NMR for the Hadron arm and from both the low and high field NMRs for the Electron arm. Due to noise problems in the hall, the Electron arm NMRs were unable to read fields $<0.16$ T, therefore, the momentum in the Electron arm was set using the current in the dipole for the first half of the backward data taking where the scattered electron momentum was $<400$ MeV.
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Fig. 2-19: Schematic of the procedure used to set the spectrometer angle.

hall and spaced by $0.5^\circ$. A vernier attached to the bottom of the dipole is used to interpolate between two marks (see Figure 2-19). This determination is good to better than 1 mm and gives an angular uncertainty of less than 0.1 mrad. However, the dipole is carried by a cradle which is connected to the target pivot with a link. The three quadrupoles and the detector package is supported by the “Box Beam” which is mounted on the top of the dipole.

When the spectrometer is rotated, the central axis of the spectrometer may mispoint to the target. To measure the mispointing, a Linear Variable Differential Transformer (LVDT) was attached by an arm to the collimator box in the front of Q1 and made to touch the target scattering chamber. The LVDT is used to measure the off radial distance of the spectrometer axis. After rotating the spectrometer, the mispointing is measured and the angle is corrected. Before and after the experiment, the spectrometers were rotated to a set of angles using this method and the Jefferson Lab Survey Group surveyed the position and mispointing of the spectrometers. After the experiment was finished, a discrepancy of 0.25 mrad [25] was found between the survey numbers and the ones obtained using the marks.
on the floor. During the experiment, mechanical work had to be done on the collimator box and Q1 which affected the angle calibration. Therefore, for determining errors in the cross section due to spectrometer angle uncertainty, we assume an uncertainty of ±0.3 mrad.

The particles that traverse the spectrometer are detected in a detector package located in a shield house at the top of each spectrometer. The position and angle of incidence of the detected particles are measured at the spectrometer “focal plane” with a pair of vertical drift chambers. These measured coordinates can then be used to reconstruct the interaction point within the target via a set of optical traceback elements. SNAKE simulation [24] of the standard tune of the HRSE gives the following first order transport matrix from the target to the focal plane:

\[
\begin{pmatrix}
  x \\
  \theta \\
  y \\
  \phi \\
  \delta
\end{pmatrix}_{\text{tra}} =
\begin{pmatrix}
  -2.18 & -0.02 & 0.00 & 0.00 & 11.91 \\
  -1.00 & -0.47 & 0.00 & 0.00 & 19.67 \\
  0.00 & 0.00 & -0.60 & -0.13 & 0.00 \\
  0.00 & 0.00 & 3.63 & -0.90 & 0.00 \\
  0.00 & 0.00 & 0.00 & 0.00 & 1.00
\end{pmatrix}
\begin{pmatrix}
  x_0 \\
  \theta_0 \\
  y_0 \\
  \phi_0 \\
  \delta_0
\end{pmatrix}_{\text{tgt}}.
\]

The corresponding HRSH matrix is:

\[
\begin{pmatrix}
  x \\
  \theta \\
  y \\
  \phi \\
  \delta
\end{pmatrix}_{\text{tra}} =
\begin{pmatrix}
  -2.17 & -0.02 & 0.00 & 0.00 & 11.89 \\
  -1.01 & -0.47 & 0.00 & 0.00 & 19.63 \\
  0.00 & 0.00 & -0.60 & -0.12 & 0.00 \\
  0.00 & 0.00 & 3.42 & -0.97 & 0.00 \\
  0.00 & 0.00 & 0.00 & 0.00 & 1.00
\end{pmatrix}
\begin{pmatrix}
  x_0 \\
  \theta_0 \\
  y_0 \\
  \phi_0 \\
  \delta_0
\end{pmatrix}_{\text{tgt}}. \quad (2-2)
\]

2.7 Detector Packages

The detector package for each spectrometer is mounted in a steel frame. During data taking, the frame and detectors sit inside a metal and concrete shield house where they are
Fig. 2-20: Schematic of the Electron Arm detector package as used in this experiment.

Fig. 2-21: Schematic of the Hadron arm detector package as used in this experiment.
shielded from background radiation that could cause spurious events. The detector packages for the two spectrometers are shown in Figures 2-20 and 2-21. They are similar, but not identical. Each arm has two Vertical Drift Chambers (VDCs) and two planes of scintillators (S1 and S2). For this experiment, these were the only detectors employed on the hadron spectrometer. Additionally, the electron spectrometer’s detector package contained a CO₂ gas threshold Čerenkov detector and two arrays of lead-glass blocks acting as a preshower and a shower detector, respectively. In the following sections, a brief description of each detector will be given. The detector efficiencies will be discussed in Chapter 3.

2.7.1 Vertical Drift Chambers

![Vertical Drift Chambers Diagram](image)

Fig. 2-22: Schematic of the two Vertical Drift Chambers of the Electron Spectrometer (the Hadron Spectrometer VDCs are identically configured).

In order to determine the position and angle of incidence of particles passing through the detector package, each spectrometer has two Vertical Drift Chambers separated by 50 cm. For a complete discussion of the VDCs, see Reference [26]. The VDCs are mounted on permanent rails on the floor of the shield house, between the spectrometer Q3 exit window
and the detector frame. As shown in Figures 2-22 and 2-23, each VDC has two wire planes, perpendicular to each other, in a standard UV configuration. The active area of each VDC is $211.8 \, \text{cm} \times 28.8 \, \text{cm}$ in the dispersive and transverse directions, respectively. The position resolution of each plane is approximately $225 \, \mu\text{m}$ (FWHM). Each wire plane contains 368 signal wires. The signal wires are $20 \, \mu\text{m}$ in diameter and are made of gold-plated tungsten. The distance between two neighboring wires is $4.243 \, \text{mm}$. Each wire plane is oriented at $45^\circ$ with respect to the spectrometer central ray.

Inside each VDC, there are three planes of negative high voltage ($-4.0 \, \text{kV}$ nominal), surrounding the two planes of signal wires (see Figure 2-24). The chamber gas is a mixture of Argon ($\text{Ar}$) and Ethane ($\text{C}_2\text{H}_6$). When a charged particle passes through the VDC, it produces ions and electrons in the gas mixture. The electrons drift along the electric field lines defined by the high voltage planes to the signal wires. The drift velocity of the electrons for the argon-ethane gas mixture at $-4.0 \, \text{kV}$ is roughly $50 \, \mu\text{m/ns}$. The subsequent pulses on the signal wires are used to start multihit Time-to-Digital Converters (TDCs),
which are stopped by the overall event trigger.

![Diagram of experimental apparatus](image)

**Fig. 2-24**: The cross section view of a VDC (not to scale). Wire frames are labeled “WF” while “PCB” indicates printed circuit boards. The path of the gas flow is shown by the meandering line. The dashed lines indicate the location of the wire plane.

### 2.7.2 Scintillators

Each detector package contains two planes of trigger scintillators, S1 and S2. The two planes are separated by 1.933 m in the Electron arm and by 1.854 m in the Hadron arm. Each plane of scintillators consists of 6 scintillator paddles, made of Bicron BC-408 plastic which has a density of 1.1 g/cm$^3$. Two Burle 8575 2-inch photomultiplier tubes (PMTs) view each scintillator (one on each side). The active volume of the S1 scintillator paddles is 36.0 cm (transverse) × 29.3 cm (dispersive) × 0.5 cm. The paddles in plane S2 are slightly larger, with an active volume of 60.0 cm (transverse) × 37.0 cm (dispersive) × 0.5 cm. The scintillator paddles of each plane overlap by 0.5 cm in order to insure complete coverage of the detector plane. The scintillators are oriented so that they are perpendicular to the spectrometer central ray. The scintillators are used to provide the physics event triggers.
2.7.3 Gas Čerenkov Detector

To discriminate between pions and electrons, a threshold gas Čerenkov detector was employed [32]. A Čerenkov detector operates on the principle that when a charged particle travels through the detector medium, it emits Čerenkov light if it travels faster than light would in that same medium (\(i.e. \ v \geq \frac{c}{n}\), where \(n\) is the index of refraction of the detector medium). The Čerenkov light is emitted about the particle’s trajectory in a forward pointing cone with an opening angle, \(\theta_c\) defined by:

\[
\cos \theta_c = 1/n\beta. \tag{2-3}
\]

The Čerenkov detector employed in the HRSE used 2780 liters of CO\(_2\) as the detector medium. The CO\(_2\) was at atmospheric pressure, leading to an index of refraction of \(n = 1.00041\). With this index of refraction, the minimum particle momentum for the production of Čerenkov light is 0.017 GeV/c for electrons and 4.8 GeV/c for pions. Note that the threshold momentum for pions is above the maximum momentum for the spectrometer,
so pions could only give a Čerenkov signal through the production of knock-on electrons (known also as δ-ray electrons).

Mechanically, the detector was a rectangular tank. The dimensions of the sensitive area of the detector were 1.996 m in the dispersive $x$-direction, 0.558 m in the $y$-direction and 1.5 m in the $z$-direction (see Figure 2-26). The entrance and exit windows of the detector were made of Tedlar foils (two 37.5 μm thick films per window). The emitted Čerenkov light was reflected from ten aluminum mirrors placed just before the detector exit window. Each mirror had a spherical surface with radius of curvature of 90 cm and reflected the light to 5-inch photomultiplier tubes placed at the side of the detector box. The ten PMTs were of type Burle 8854, with a sensitive photocathode area of approximately 110 mm in diameter. The quantum efficiency of the tubes was 22.5% at 385 nm, with a lower wavelength limit of 220 nm. As a test, one of the ten PMT’s of the detector was coated with p-Terphenyl ($C_{18}H_{14}$). This coating absorbed ultraviolet (UV) light in the range from 110-360 nm and re-emitted it at about 385 nm, increasing the photon yield in the sensitive range of the PMT.

Signals from the PMTs ran through a 50-50 splitter and one set of the outputs was summed in a Philips 740 linear fan-in module. The analog sum and the second set went through a LeCroy 4413 Constant Threshold Discriminator (60 mV). Then, the analog signals went through cable delay to a LeCroy 1881M Analog-to-Digital Converters (ADC). The logic outputs went to a LeCroy 4518 fan-out module. One set of outputs went to scalers and another set went to a LeCroy 1875A TDC. The discriminated analog sum went to the trigger logic.

Because the signal from the Čerenkov was used in the trigger, the high voltages were adjusted so that the height of the signal from each tube was identical to within 10%. Then a single threshold was applied to the analog signals from the PMTs. The mean number of photoelectrons is $\sim$11 and the trigger threshold corresponds to $<1.0$ photoelectron. This
Fig. 2-26: Electron arm $\text{CO}_2$ gas Čerenkov detector. Front view and 3-D, partially open, view of the detector.
means that the Čerenkov trigger signal is >99.9% efficient.

2.7.4 Lead-Glass Calorimeter

The lead-glass detector is an electromagnetic calorimeter that detects the energy deposited when an electron enters the detector. A high energy electron will radiate photons through Bremsstrahlung in the calorimeter, which will, in turn, generate positron-electron pairs. These pairs will also radiate photons, and a shower of particles (photons, electrons, and positrons) will be generated. Electrons and positrons produce Čerenkov light which will be detected by the PMTs at the end of each block. Photons, electrons, and positrons will deposit their entire energy in the calorimeter giving a detected “energy ratio” of one. The energy ratio is the ratio of the energy deposited in the calorimeter to the momentum determined from VDC tracking and the spectrometer central momentum setting. Hadrons, mainly pions, usually deposit a constant energy amount due to ionization and direct Čerenkov light giving an energy ratio of much smaller than one. Unfortunately, pions can produce a charge-exchange reaction in the calorimeter, resulting in neutral pions with a significant fraction of the initial pion’s momentum. The neutral pion will decay into two photons, and the full energy of the neutral pion can be deposited in the calorimeter depending where the reaction happened along the calorimeter. The resulting high energy tail is the dominant contribution to pion miss-identification.

The Hall A Electron arm HRS is equipped with a two layer, segmented total absorption lead-glass detector. The first layer, the “Preshower” detector, shown in Figure 2-27, consists of 24 identical modules in front of the shower detector. Each module, shown in Figure 2-28, consists of two lead-glass blocks each having the dimension 10 cm × 10 cm × 35 cm and made of TF-1 lead-glass. The blocks are optically isolated. Each module is viewed by a single Hammamatsu 3-inch R3036 PMT optically coupled to the side of the block by optical grease. The second layer, the “Shower” detector, shown in Figure 2-29, is made of 96 (16×6)
Fig. 2-27: Preshower detector map.
## Table 2-11: Properties of the lead-glass blocks.

<table>
<thead>
<tr>
<th></th>
<th>Preshower</th>
<th>Shower</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>TF-1</td>
<td>SF-5</td>
</tr>
<tr>
<td>Composition (by weight)</td>
<td>51.2% PbO</td>
<td>55% PbO</td>
</tr>
<tr>
<td></td>
<td>41.5% SiO₂</td>
<td>38% SiO₂</td>
</tr>
<tr>
<td></td>
<td>5.0% K₂O</td>
<td>5% K₂O</td>
</tr>
<tr>
<td></td>
<td>2.0% Na₂O</td>
<td>1% Na₂O</td>
</tr>
<tr>
<td>Radiation length (cm)</td>
<td>2.74</td>
<td>2.36</td>
</tr>
<tr>
<td>Critical energy (MeV)</td>
<td>17.5</td>
<td>15.8</td>
</tr>
<tr>
<td>Refractive index</td>
<td>1.647</td>
<td>1.673</td>
</tr>
<tr>
<td>Density (g/cm³)</td>
<td>3.86</td>
<td>4.08</td>
</tr>
<tr>
<td>Total radiation length</td>
<td>3.65</td>
<td>14.83</td>
</tr>
</tbody>
</table>

![Fig. 2-28: Preshower detector block.](image-url)
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![Shower detector map](image)

**Fig. 2-29:** Shower detector map.
blocks of SF-5 lead-glass. Each of the blocks is 15 cm × 15 cm × 35 cm in size and each lead-glass block is viewed by a 5-inch Philips XP2050 PMT. The properties of lead-glass are listed in Table 2-11. There was no hardware threshold on the PMT signals from preshower and shower since they were not included in the trigger. The raw PMT signals for both detectors were fed into analog amplifier modules and then sent directly through 1000 ns delay cables to Fastbus ADCs, model 1881. The preshower PMT signals were reduced by 0.8, while the shower PMT signals were transmitted without any change.

The preshower detector has a radiation length of 3.65. The shower detector has a radiation length of 14.83 and serves as a total absorption calorimeter. The detectors are divided so as to make electron-pion discrimination easier. There is a big difference in the mean free path (the mean distance traveled by a particle before suffering a collision) between electrons and hadrons, so the electron has a high probability of starting a shower in the preshower detector but the pion does not. By looking at the energy deposited in the preshower detector versus the energy deposited in the shower detector, electrons and pions can be distinguished (see Figure 3-12).

2.8 Trigger Setup

For this experiment, the trigger electronics for both spectrometers were very similar. The main difference was that for the hadron spectrometer the trigger was formed by a coincidence between its two scintillator planes S1 and S2, while the electron spectrometer contained a gas Čerenkov detector that was used as part of its trigger, in addition to its two scintillator planes S1 and S2. The coincidence trigger was an AND of the triggers from the two spectrometers.

A simplified diagram of the trigger electronics is shown in Figure 2-30. The full diagrams of the HRSE trigger circuit, the HRSH trigger circuit and the coincidence circuit is shown in Appendix A.
Fig. 2-30: A simplified diagram of the HRSE, HRSH and Coincidence trigger circuits used for this experiment. Note that none of the delays are shown. S1–S5 denote the raw trigger signals, while T1–T5 denote the accepted triggers.
The trigger types for this experiment are presented in Table 2-12. An electron singles trigger, S1, was formed by a signal from the two HRSE scintillator planes S1 and S2 in coincidence and satisfies the S-Ray requirements (see below). A hadron singles trigger, S3, was formed by a signal from the the two HRSH scintillator planes S1 and S2 in coincidence and satisfies the S-Ray requirements. Each spectrometer also had a “junk” trigger. The HRSE “junk” trigger, S2, allowed one of the scintillators S1, S2 or Čerenkov signals to be missing and excluded the conditions for an S-Ray. The HRSH “junk” trigger, S4, allowed one of the scintillators S1 or S2 signals to be missing and excluded the conditions for an S-Ray. These junk triggers were used for detector efficiency studies. Their usefulness was limited because they were severely prescaled away during the experiment. The singles triggers, S1 and S3, are sent to a LeCroy logic AND module (model 4516) to form the coincidence trigger, S5. Figure 2-31 shows the timing for the coincidence trigger. The Electron arm normally defines the coincidence timing.

For the S-Ray requirements both planes must have signals. Assuming that paddle N (or 2 overlapping paddles) gave a signal in the scintillator plane S1, then in the scintillator plane S2 the signal must come from paddle N (or N-1 or N+1 or any overlap between them). If it was otherwise it will not be an S-Ray. Always both sides of the paddle must fire. There

<table>
<thead>
<tr>
<th>Trigger Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>HRSE S1 AND S2 (S-Ray)</td>
</tr>
<tr>
<td>S2</td>
<td>Not S-Ray and one missing of HRSE S1, S2, Čerenkov</td>
</tr>
<tr>
<td>S3</td>
<td>HRSH S1 AND S2 (S-Ray)</td>
</tr>
<tr>
<td>S4</td>
<td>Not S-Ray and one missing of HRSH S1, S2</td>
</tr>
<tr>
<td>S5</td>
<td>S1 AND S3 in coincidence</td>
</tr>
<tr>
<td>T1</td>
<td>Electron Singles Trigger</td>
</tr>
<tr>
<td>T2</td>
<td>Electron “Junk” Trigger</td>
</tr>
<tr>
<td>T3</td>
<td>Hadron Singles Trigger</td>
</tr>
<tr>
<td>T4</td>
<td>Hadron “Junk” Trigger</td>
</tr>
<tr>
<td>T5</td>
<td>Coincidence Trigger</td>
</tr>
</tbody>
</table>

Table 2-12: Trigger types.
Fig. 2-31: Widths and delays of Electron arm S1 trigger and Hadron arm S3 trigger at the coincidence logic AND. The Electron arm normally defines the coincidence timing.

Fig. 2-32: An event in the scintillator planes. There are signals in the shaded paddles.
was a change in the programming of the Memory Lookup Unit (MLU) in the last part of the experiment. This change should affect cases like the one shown in Figure 2-32. Before the change, such an event will be registered as S2 trigger (S4 in the Hadron arm). After the change, the MLU will consider this event as an S-Ray event and will be registered as S1 trigger (S3 in the Hadron arm) regardless of the existence of other hits in paddles such that their numbers are $> |N \pm 1|$. This change was made to reduce the trigger inefficiency that was caused by background events and noise in the scintillators PMTs.

<table>
<thead>
<tr>
<th>Bit 1</th>
<th>S-Ray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit 2</td>
<td>S1-OR</td>
</tr>
<tr>
<td>Bit 3</td>
<td>S2-OR</td>
</tr>
</tbody>
</table>

Table 2-13: The outputs of the first MLU.

The trigger logic is done using LeCroy 2373 Memory Lookup Units (MLU). There are two MLUs in each arm. The first MLU is programmed the same for both spectrometers. The first MLU is in “Strobe” mode. In this mode, the leading edge of the strobe signal latches the MLU inputs. The MLU will be busy for 45ns. There are 12 inputs from 12 scintillators (as left and right PMTs must fire). The strobe comes from the OR of S1R-OR or S2R-OR. S1R-OR is the OR of the right PMTs of the six paddles in scintillator plane S1. S2R-OR is the OR of the right PMTs of the six paddles in the scintillator plane S2. The S2R-OR signal comes $\sim 15$ ns before the S1R-OR, so it defines the timing. The outputs of the first MLU are listed in Table 2-13. Bits 1, 2, 3 outputs go to the second MLU inputs 1, 2, 3. On the Electron arm the Čerenkov signal goes into input 4. On the Hadron arm nothing goes into input 4. S1-OR is the OR of the six paddles in scintillator plane S1. S2-OR is the OR of the six paddles in the scintillator plane S2. The Čerenkov signal is the discriminated sum of the 10 Čerenkov PMTs.

The second MLU is in “Transparent” mode. In this mode, latching is disabled and the
output follows the input with minimum propagation delay of 40 ns. The second MLU is programmed similarly for both spectrometers. If S-Ray is present it puts out trigger S1 (trigger S3 for the Hadron arm). If S-Ray is absent, then trigger S2 (trigger S4 for the Hadron arm) may be formed as follows: On the Electron arm, 2 out of 3 hits are required from S1-OR, S2-OR, and Čerenkov. On the hadron arm, 1 out of 2 hits are required from S1-OR, S2-OR. Trigger S1 and S2 are exclusive. Trigger S2 will not go to the coincidence circuit. Similarly for triggers S3 and S4.

Triggers S1–S5 are counted by the scalers and fed into the Trigger Supervisor (TS). The scalers simply count the number of triggers of each type which were produced by the system. Each channel of scaler is independent, and so the triggers are counted independently and with no prescaling. Note that, the scalers count a coincidence event as two single arm events. Therefore, the scaler count of S5 is included within the scaler count of S1 and S3. The Trigger output does not record a coincidence event as two single arm events. Thus event types T1, T3, and T5 are exclusive.

2.8.1 Trigger Supervisor

The interface between the trigger hardware and the computer data acquisition system is the trigger supervisor (TS). The trigger supervisor module was designed and built by the Data Acquisition Group at Jefferson Lab [28].

The trigger supervisor has a prescale function and a memory lookup function. When the signals arrive at the input, the prescale function acts first. A prescale factor of N for a trigger type means the trigger supervisor ignores N-1 triggers of that type until the Nth one comes along. The MLU function acts upon the prescaled trigger inputs. TS latches 10 ns after the edge of the first trigger to reach it. The trigger supervisor uses the latched trigger word as a vector in a lookup table to define the event type. When an event is accepted, a “level-1 accept” signal is generated by the TS. This signal is sent to a scaler and to the
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re-timing circuit in each arm. The “level-1 accept” is re-timed with respect to the single arm S2R-OR or S1R-OR signal for that spectrometer and used to generate the start, stop, and gate signals for the Fastbus TDCs and ADCs. For every event accepted, all the Read Out Controllers (ROCs) are read out and all the variable information from the detectors in both spectrometers is passed to the CODA (CEBAF On-line Data Acquisition) file. This is especially useful in studying the trigger inefficiency. During the event read out, the trigger supervisor is dead for typically 700 $\mu$s. This is the time required to process an event which has an average size of 1 kbyte. This limits the maximum rate of the data acquisition to $\sim 1.4$ kHz.

In order to reduce the event size, the sparsification feature (zero and overflow suppression) of the Fastbus ADCs and TDCs was used. The TDCs normally operate in sparsified mode, giving an event for a channel only if it received a stop signal after the common start (model 1875A) or it received a start signal after the common stop (model 1877). The LeCroy 1881M ADCs can be programmed to ignore all channels that have a signal smaller than a threshold value which can be set for each channel. However, using the sparsification means that we do not record pedestal values for each channel during normal data taking. To determine the pedestal values, a fixed number of events (usually 1000) generated by a “pulser” trigger was taken while data sparsification was disabled. This allowed us to measure the mean and the standard deviation ($\sigma$) of the pedestal values for the ADCs. The threshold was set to be $3\sigma$ higher than the mean for each channel. After determining the threshold, sparsification was enabled and normal data were taken in a pedestal suppression mode.

The prescaling for an input channel is done out-of-line. That is, the current pulse determines the pass through status of the next pulse. The prescale circuitry for each channel is composed of a count-down counter and some logic. An input pulse will pass through the circuit only if the count upon its arrival is zero. The rising edge of the input pulse serves
as a clock to count down or load the counter. If the counter is non-zero at the arrival time of this rising edge, the counter will count down. If the count is zero upon its arrival, the programmed prescale factor will be loaded into the counter. In either case the new count value is quickly resolved and its zero status is latched by the falling edge of the same pulse. This determines the pass through status of the next pulse.

![Diagram](image)

Fig. 2-33: Nominal delays for Electron arm S1 trigger and Hadron arm S3 trigger at the input of the trigger supervisor relative to S5. Triggers S1 and S3 are delayed to avoid overlaps of triggers at TS input.

When the data acquisition can accept a trigger, the first trigger to arrive at TS may trigger the system. However, if a second trigger signal (or more) arrives on a different input of the TS within 10 ns of the first, an overlap occurs and the TS in its present state of programming creates an event type 14. This 10 ns interval is the minimum simultaneous trigger resolution time. That is, if an input trigger signal on any channel has a leading edge within 10 ns of the earliest such trigger signal, it is included among those that are latched to determine the event type. To avoid overlaps of triggers, S5 is forced to arrive 22 ns before S1 and 40 ns before S3. Figure 2-33 shows the nominal delays for Electron arm trigger S1 and Hadron arm trigger S3 at the input of the trigger supervisor relative to S5. For every S5 there are also S1 and S3 triggers, but they are discarded because S5 takes precedence. This discarding occurs in addition to the prescaling away of S1 and S3.
2.8.2 Latched Trigger Word

<table>
<thead>
<tr>
<th>Latched Trigger</th>
<th>TDC Channel</th>
<th>Pattern</th>
<th>Event Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>ch1 ch2 ch3 ch4 ch5</td>
<td>1 0 0 0 0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0 1 0 0 0</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>0 0 1 0 0</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>0 0 0 1 0</td>
<td>8</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 1</td>
<td>16</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>1 0 1 0 0</td>
<td>5</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1 0 0 0 1</td>
<td>17</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>0 0 1 0 1</td>
<td>20</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>1 0 1 0 1</td>
<td>21</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>1 0 0 1 0</td>
<td>9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0 1 1 0 0</td>
<td>6</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>0 1 0 1 0</td>
<td>10</td>
<td>2 or 4</td>
<td></td>
</tr>
</tbody>
</table>

Table 2-14: The relation between the event type and the latched trigger word.

The latched trigger word, which TS uses to determine the event type, was put in the data stream at the beginning of $A(Q^2)$ data taking. For $B(Q^2)$ data taking, the latched word was not available in the data stream, only the final trigger type was available. The trigger supervisor had 12 outputs corresponding to 12 trigger inputs after prescaling. These 12 outputs represent the latched trigger word. The outputs were sent to a LeCroy TDC model 1877. If a trigger M happens, channel M gets a hit. If a T5 is accompanied by a T3, there will be a hit on channels 3 and 5. This makes it straightforward to extract the single arm triggers from the coincidence triggers. Table 2-14 shows the relation between the event type and the latched trigger word. In the analysis, the latched trigger word (12 TDC channels) were decoded into a latched trigger pattern. The pattern is calculated as the sum of $2^{ch_i}$, where $ch_i$ is the channel number where there was a hit. 1 indicates there is a hit in a channel. 0 indicates there is no hit in a channel either because there is no trigger or the trigger is prescaled away.

The event type will be 14 if any two inputs arrive within 10 ns. If trigger 5 is prescaled,
then we may have cases where the coincidence was prescaled away and T1 and T3 were not
prescaled away. In this case event type 14 will be generated. This may happen if there is
any problem with timing. Figure 2-34 shows the latched trigger pattern versus event type.
Some combinations are illegal, for example a trigger type 2 should not be accompanied by
a trigger type 1, since they are exclusive; however, the TDC that reads the latched trigger
word has a 5 μs window. There may be a few random hits depending on the rate. Looking
at the latched trigger word is very useful for trigger diagnostics. Having the latched trigger
word makes it straightforward to construct the single arm spectra (see Section 2.8.5).

Figure 2-35 shows the TDC channel of the latched trigger for trigger type 1. The peak
at channel 2677 is the self timing peak when there is only a hit in the first channel. The
peak at channel 2633 corresponds to a hit in the first channel and a hit in the fifth channel.
The stop signal comes from T5 (since it is the accepted trigger) while the start signal comes
from T1 which is delayed by 22 ns (44 channels) relative to T5. Figure 2-36 shows the TDC
channel of the latched trigger for trigger type 2. There is just the self timing peak. Figure
Fig. 2-35: The TDC channel of the latched trigger for trigger type 1. The peak at channel 2677 is the self timing peak when there is only a hit in the first channel. The peak at channel 2633 corresponds to a hit in the first channel and a hit in the fifth channel. The stop signal comes from T5 (since it is the accepted trigger) while the start signal comes from T1 which is delayed by 22 ns (44 channels) relative to T5.

Fig. 2-36: The TDC channel of the latched trigger for trigger type 2.
Fig. 2-37: The TDC channel of the latched trigger for trigger type 3. The description of the peaks is the same as for trigger 1 except this time trigger 3 is delayed by 40 ns (80 channels) relative to T5. The peak at channel 2597 is wider in this case since S1 defines the timing, not S3.

Fig. 2-38: The TDC channel of the latched trigger for trigger type 4.
2.8.3 Data Rates

The maximum data taking rate is limited by the Fastbus conversion and data readout time. In basic data acquisition mode, the total time to process an event is just under 1 ms. The time is broken up as follows: $\sim 95 \mu s$ for Fastbus data conversion, $\sim 150 \mu s$ for the Fastbus crate controller (FSCC) to read the data from the ADC and TDC modules into its First-in First-out memory (FIFO), and $\sim 650 \mu s$ for the FSCC to take the data from its memory and send it out over ethernet. This limits data acquisition to $\sim 1.1$ kHz, but gives large computer dead times even at lower rates. Several improvements have been made to
improve the data rate and decrease dead time. First, because the FSCC is inefficient at sending data over the ethernet, the readout of the Fastbus data was modified to be read out from the FSCC FIFO through a VME Struck Fastbus Interface (SFI) CPU. This reduced the processing time to $\sim 95 \, \mu s$ for Fastbus conversion, and $\sim 600 \, \mu s$ for the data readout. The fraction of events missed is equal to the fraction of the time the computer is busy which equals the rate of events taken over the maximum rate (1.4 kHz). Even at 150 Hz the computer dead time is $\sim 15\text{-}20\%$.

2.8.4 Electronics and Computer Dead Time

The main correction to the measured number of events comes from data acquisition dead times. Electronic dead time is caused when triggers are missed because the hardware is busy when an event that should generate a trigger comes in. When a logic gate in the trigger is activated, the output signal stays high for a fixed time. If another event tries to activate the gate in that time, it is ignored. The electronic dead time was measured to be $\sim 100 \, \text{ns}$. Detector dead time occurs when a detector is unable to respond properly to an event because it is still responding to a previous event. The VDCs are the slowest detectors in processing an event while the scintillators are the fastest (this is why they are used in the trigger). The detector dead times are expected to be $< 1 \, \mu s$. Electronics and detector dead times are negligible for rates $< 1 \, \text{MHz}$ as was the case in this experiment.

A more significant source of dead time for this experiment was the computer dead time. In this case, events are lost because a hardware trigger is formed when the data acquisition system is busy processing the previous event. The total processing time for an event is $\sim 700 \, \mu s$. The computer dead time is measured by counting the number of triggers that were formed and the number of triggers that were processed by the Trigger Supervisor. The number processed over the number generated is the live time of the data acquisition system. The dead time was calculated for each run, and the cross section was corrected
for the lost triggers (this correction is denoted as \( C_{cdt} \)). No systematic error is assigned to this correction since the number of triggers that were formed is known and if a random sample of these triggers made it to the CODA file then the computer dead time correction is exactly defined.

Figure 2-40 shows the measured computer dead time for a few runs. The measured computer dead time is higher than that expected for a processing time, \( \tau \), of 700 \( \mu s \) because the contribution to the dead time from the network was larger than anticipated [29]. The network was shared by many computers and was only a 10 Mb ethernet. The measured computer dead time corresponds to a processing time of \( \sim 1500 \mu s \). The measured computer dead times for event types T1, T2, T3, T4 and T5 are approximately the same.
2.8.5 Inclusive Measurement with a Single Spectrometer

Although not required for this experiment, this section describes how to reconstruct single arm spectra, needed for determination of single arm cross sections. An example of a single arm spectrum is the relative momentum, $\Delta p/p$, of events in one arm. To construct a single arm spectrum, it is incorrect to analyze event type 1 and event type 5 and add the two histograms because the two contributions have different dead time corrections and the shape of the this spectrum will be different from the correct one.

With the dead time correction taken into account, an HRSE single arm $(e,e')$ spectrum $S^{(e,e')}_{E}$ is given by:

$$
S^{(e,e')}_{E} = \frac{s_1 - s_5/ps_5}{t_1} S^{(e,e')}_{1} + \frac{s_5/ps_5}{t_5} S^{(e,e')}_{5},
$$

(2-4)

where $S^{(e,e')}_{1}$ is the $(e,e')$ spectrum of events written to tape as event type 1, and $S^{(e,e')}_{5}$ is the $(e,e')$ spectrum of events written to tape as event type 5. $s_1$ and $s_5$ are the scaler counts of triggers $S_1$ and $S_5$. $t_1$ and $t_5$ are the number of event types $T_1$ and $T_5$ written to tape. $ps_5$ is the prescale factor for trigger 5.

Another way to obtain the HRSE single arm $(e,e')$ spectrum $S^{(e,e')}_{E}$ is to use the latched trigger word:

$$
S^{(e,e')}_{E} = \frac{S_1}{t_1} S^{(e,e')}_{L_1},
$$

(2-5)

where $S^{(e,e')}_{L_1}$ is the $(e,e')$ spectrum of events written to tape which have a hit in the latched trigger TDC channel 1 and $t_1$ is the number of events written to tape which have a hit in the latched trigger TDC channel 1.

Similarly, a HRSH single arm $(e,p)$ spectrum $S^{(e,p)}_{H}$ (after dead time correction) is:

$$
S^{(e,p)}_{H} = \frac{s_3 - s_5/ps_5}{t_3} S^{(e,p)}_{3} + \frac{t_5/ps_5}{t_5} S^{(e,p)}_{5},
$$

(2-6)
where \( S_3^{(e,p)} \) is the \((e,p)\) spectrum of events written to tape as event type 3, and \( S_5^{(e,p)} \) is the \((e,e')\) spectrum of events written to tape as event type 5. \( s_3 \) and \( s_5 \) are the scaler counts of triggers S3 and S5. \( t_3 \) and \( t_5 \) are the number of event types T3 and T5 written to tape. \( p s_5 \) is the prescale factor for trigger 5.

Another way to obtain the HRSH single arm \((e,p)\) spectrum \( S_H^{(e,p)} \) is to use the latched trigger pattern:

\[
S_H^{(e,p)} = \frac{S_3^{(e,p)}}{t_3^{L3}} \cdot S_{L3}^{(e,p)},
\]

where \( S_{L3}^{(e,p)} \) is the \((e,p)\) spectrum from events written to tape which have a hit in the latched trigger TDC channel 3 and \( t_3^{L3} \) is the number of events written to tape which have a hit in the latched trigger TDC channel 3.

Figure 2-41 shows the Electron and Hadron arm relative momentum spectra, \((p-p_0)/p_0\), reconstructed using both the event type and the latched trigger word. If the experimenter is interested in single arm spectra, it is important to write on tape a balanced number of type 5 events and type 1 or 3 events. As seen in Figure 2-41, the Electron arm spectrum had good statistics while the Hadron arm one had poor statistics. There were fewer Hadron arm T3 events than Electron arm T1 events.

For coincidence events, the dead time is different. The total number of coincidence \((e,e'p)\) events after the dead time correction is:

\[
S_{EH}^{(e,e'p)} = \frac{s_5^{(e,e'p)}}{t_5^{L5}} \cdot S_{L5}^{(e,e'p)},
\]

where \( S_{L5}^{(e,e'p)} \) is the \((e,e'p)\) spectrum from events written to tape which have a hit in the latched trigger TDC channel 5, \( t_5^{L5} \) is the number of events written to tape which have a hit in the latched trigger TDC channel 5.
Fig. 2-41: Electron and Hadron arm relative momentum, \( (p - p_0)/p_0 \), reconstructed using both the event type and the latched trigger word. The spectra on the left are constructed using the event type. The spectra on the right are constructed using the latched trigger word.
2.8.6 Hadron Arm Delays

For a particle moving at the speed of light, it takes \( \sim 80 \) ns to reach the HRS focal plane from the target. In the Hadron arm, the deuterons and the protons are much slower. For the slowest hadron (deuteron with \( P_d \sim 840 \) MeV/c) the hadron time-of-flight (hTOF) is \( \sim 200 \) ns from the target to the focal plane. The coincidence trigger electronics was setup such that the hadron coincidence delay just before the coincidence AND logic module is programmed to delay the hadron S3 trigger by an amount such that: Hadron delay 1 + hTOF = 200 ns. Consequently, the electron S1 trigger and the hadron S3 trigger arrive at the coincidence AND logic module at the same time regardless of the time-of-flight of the hadron. After the coincidence AND logic module, the second hadron delay was programmed to delay the “level-1 accept” signal by an amount such that: Hadron delay 1 + Hadron delay 2 = 120 ns. This is necessary to guarantee that the signals sent to Fastbus ADCs and TDCs have the right timing compared to the original signal from the detectors. This is illustrated in Figure A-3 in Appendix A.

2.9 Data Acquisition

The data acquired during E91-026 were a mixture of physics event data (acquired from the spectrometers with each accepted trigger), scaler data and data from the hardware slow controls systems (EPICS events). All data were acquired using a data acquisition (DAQ) system built under the CODA environment, version 1.4. CODA was developed at Jefferson Lab by the Data Acquisition Group. For a detailed explanation of CODA and its capabilities, see Reference [27]. The data acquisition system is controlled via a graphical user interface known as “RunControl”. Data acquired by CODA are written to a local computer disk and copied at specified times to the Mass Storage System (MSS) in the JLab Computer Center where they are archived on data tapes.
Fig. 2-42: Schematic of the Hall A DAQ.
2.9.1 CODA Overview

A schematic of the data acquisition system used in this experiment is shown in Figure 2-42. When particles pass through the detector package of either the Electron or Hadron spectrometer, they can generate signals in the scintillators and Čerenkov detector. If the pattern of detector signals is recognized by the trigger electronics as one of the allowed trigger types (see section 2.8 for allowed types), the Trigger Supervisor causes an event to be recorded by the data acquisition. First, the Read-Out Controllers are read out. There are four ROCs in the Hall A DAQ. The ROCs are single board computers in the Fastbus and VME crates. These crates contain the ADCs, TDCs and scalers which record the physics event information. The Fastbus modules are for the detectors and consist of LeCroy Model 1877 TDCs (operating in common-stop mode with 0.5 ns resolution for the VDC), LeCroy model 1875A TDC (operating in common-start mode with 0.1 ns resolution for the scintillators and Čerenkov), and LeCroy Model 1881M ADC (for scintillators, Čerenkov, preshower, and shower). The fragments of information from the ROCs are then collected by the Event Builder (EB) and put together into the CODA event format, including header and identifying information. After the event is built by the EB, it is written to disk for later analysis by the Hall A analysis program ESPACE, which is described in Section 3.2.

Incoming data were spied on using the CODA Data Distribution (DD) system. The DD system maintains a real-time event buffer which can be accessed by software tools. During this experiment, online programs [30], which utilized the DD system, were used to make real-time diagnostic histograms so that the quality of data could be monitored online.

2.9.2 CODA Data File

The data file generated by CODA is a mixture of status events, physics events and “special” events [31]. The status events are events like “prestart”, “go”, “pause”, and “end” that are included whenever the state of the run changes.
Spread throughout the data file are the physics event data. These data come in an array of 32-bit words. The first part of the event structure is a “header” information, containing information like how long the event is, the event type (e.g., T1–T5) and the run number. After the header comes the physics event information, which has been extracted from the four ROCs. Three of the ROCs provide the information from the detectors, while the fourth ROC provides BPM and raster data which can be used later to reconstruct the interaction point of an event within the target.

“Special events” are events such as scaler readouts and EPICS data from the detector and beamline elements not directly associated with the DAQ. The scalers count the raw hits on the detector phototubes, as well as the number of triggers generated by the trigger supervisor. They are monitored online, and each ten seconds they are read out and their values are inserted into the datastream. The so-called “EPICS events” provide the status of some of the experimental hardware components which can be later correlated to the physics data taken around the same time. Approximately every thirty seconds, a long list of EPICS variables is inserted into the datastream. This list contains readouts of the beam current, the beam position, the magnetic fields of the spectrometer magnets, the high voltage of the detector PMTs, etc. For hardware information needed on a more frequent time-scale, a subset of the EPICS variables are read out approximately every five seconds. This subset includes the beam position and beam current. This read out of the beam current was used to calculate the accumulated charge in each run (see Section 3.3). The archived EPICS data are used, for example, to study the magnetic fields of the spectrometer magnets as a function of time over the course of a run. These data also allows pinpointing the time during a run when a piece of equipment began to malfunction.
Chapter 3

Data Analysis

3.1 Overview

Approximately 40 Gbytes of data were collected during the two month running period of this experiment. The data were analyzed using the Hall A data analysis program ESPACE (Event Scanning Program for Hall A Collaboration Experiments). From this analysis, elastic $e-p$ calibration events and elastic $e-d$ events were identified. These events, along with other measured and calculated factors, were used to determine both elastic $e-p$ cross sections and elastic $e-d$ cross sections as a function of $Q^2$. The measured $e-p$ cross sections were compared to the previous world data. The results of this comparison are given in Section 3.12. The deuteron elastic structure functions $A(Q^2)$ and $B(Q^2)$ were extracted from the measured elastic $e-d$ cross sections. The results of our measurements for both $A(Q^2)$ and $B(Q^2)$ are presented in Chapter 4.

3.2 ESPACE

The Hall A event analyzer, ESPACE [33], was adapted from an analyzer developed at Mainz by E. Offermann, and was used to analyze all of the data taken during this experiment. ESPACE takes the raw data file (which is the output of CODA), along with a header file (which contains run-specific information such as spectrometer magnetic fields), a detector map file (which contains the correspondence between the event readout electronics and the physical detector outputs) and a database file (which contains basic calibration constants of the detectors, such as gains, offsets, physical positions, etc.) as input. Using all these, it calculates the focal plane vertex for each detected particle trajectory ($x_{tra}$, $y_{tra}$, $\theta_{tra}$,
Using the spectrometer magnetic matrix elements (see section 2.6), the coordinates of a particle trajectory at the focal plane are traced back through the spectrometer to the target to obtain the interaction vertex \((\theta_{tgt}, \phi_{tgt}, y_{tgt}, \delta p/p)\). The output of ESPACE consists of ntuples, a type of data file, and histograms for the analyzed events, optionally cut with various logical conditions. These outputs can be produced for all levels of the analysis, i.e. from the raw ADC and TDC information, to the position of an event within the detectors, to the measured momentum of a particle.

The focal plane coordinate system is designed to follow the TRANSPORT [21] convention. \(x_{tra}\) is the position in the dispersive direction (\(\hat{x}\) points downwards for vertical bend spectrometers), \(y_{tra}\) is the position in the non-dispersive direction (\(\hat{y}\) points left when looking at the spectrometer from the target). The \(\hat{z}\) direction is parallel to the central ray (such that \(\hat{x} \times \hat{y} = \hat{z}\)) with \(z = 0\) at the focal plane. \(\theta_{tra}\) and \(\phi_{tra}\) are the slopes of the rays at the focal plane \(\left(\frac{dx_{tra}}{dz} \text{ and } \frac{dy_{tra}}{dz}\right)\). When the tracks are reconstructed to determine the location and direction of the events at the target, the same coordinate system is used. \(x_{tgt}\) is the vertical position (\(\hat{x}\) points downwards), \(y_{tgt}\) is the horizontal position perpendicular to the spectrometer angle (\(\hat{y}\) points left when looking at the spectrometer from the target), and \(z_{tgt}\) is the horizontal position in the direction perpendicular to \(y_{tgt}\) (\(\hat{x} \times \hat{y} = \hat{z}\)). \(\theta_{tgt}\) and \(\phi_{tgt}\) are the slopes of the ray at the target \(\left(\frac{dx_{tgt}}{dz} \text{ and } \frac{dy_{tgt}}{dz}\right)\). While \(\theta\) and \(\phi\) are slopes, they are nearly equal to the out-of-plane and in-plane angles for events in the spectrometer acceptance. Therefore, they are often referred to as the angle relative to the spectrometer angle and given in units of mrad. However, they are in fact the tangent of those angles, and are treated as such when calculating kinematics.

The goal of the analysis was to identify elastic electron-proton and electron-deuteron coincidence events and determine their kinematics. Events were first separated by type, i.e. coincidence or single arm. Next, coincidence events with a narrowly defined time difference between the triggers of the two spectrometers were identified, reducing the number of
accidental coincidence events. The events that survived these cuts were further required to pass cuts on the HRSE Čerenkov and calorimeter detectors and on the HRSH scintillators pulse height and on the velocity of the recoil nuclei, \( \beta \), measured from the time-of-flight between the two HRSH planes of scintillators. The events that remained after these cuts were the elastic electron-deuteron (electron-proton) coincidence events, from which \( A(Q^2) \) and \( B(Q^2) \) could be extracted. Approximately 98% of the raw coincidence events in the elastic e-p runs passed all the applied cuts.

3.3 Accumulated Charge

The discussion in Section 2.4.2 focused on charge extraction from the BCM signals, but the signal provided by a BCM is only proportional to the beam current. The absolute value of the current is provided by the Unser monitor. Unfortunately, the zero offset of the Unser monitor drifts on the scale of minutes, so the more stable BCMs are used as the continuous current monitor. A calibration procedure has been developed to calibrate the output of the BCM’s to that of the Unser monitor.

![Figure 3-1: Current calibration scheme.](image)

The calibration procedure consists of a series of beam current steps (see Figure 3-1),
typically from 0-100 μA. During each current calibration step, the current remains at zero for one minute. During this time, the Unser monitor signal is recorded. The average of this value represents the average zero offset of the Unser monitor, denoted by $I_0$. Next, the current is stepped to some maximum value (typically ≥100 μA) as quickly as possible. The current remains at this maximum for one minute, during which time the outputs of the Unser and the two BCMs are recorded. Denoting the output of the Unser as $I_u$ and the output of the BCM’s as $V_1$ and $V_2$ (for the upstream and downstream BCM respectively), the output of the BCM’s can be related to the current measured by the Unser monitor as:

$$I_u - I_0 = A_{1(2)} \times V_{1(2)}, \quad (3-1)$$

where $A_{1(2)}$ is the calibration coefficient for the upstream (downstream) BCM. This calibration procedure continues for four more steps in current (from zero to maximum). At the end of the procedure an average is taken of the calibration coefficients computed during each step, and this becomes the best estimate of the calibration coefficient until the next current calibration. The standard deviation is also computed for the average calibration coefficient. The calibration coefficients taken during this experiment are shown in Figure 3-2 for both BCMs as a function of run number (time) [13].

During the analysis of experiment E89-003 (the first Hall A experiment), a calculation was made of the magnitude of the expected error on the calibration coefficients $A_1$ and $A_2$ [18]. The expected error was calculated to be on the level of 0.3%, while the average standard deviation on all of the calibration coefficients taken during this experiment was on the order of 1.2%. The cause of this difference between the expected error and the measured error was found to be a problem with the algorithm used by the calibration procedure. Namely, the Unser and BCM readings were sometimes found to get out of synchronization on the part of the calibration sequence, where the current went from zero to maximum or vice versa, so
Fig. 3-2: Calibration coefficients of upstream and downstream BCMs versus run number (time). The standard deviation of the calibration coefficients of each BCM is 1.2%.

that, for example, one meter would be reading the maximum current and the other would still be reading the zero current. This error was random and occurred in both directions equally, hence, the calibration coefficients scattered around the true value. Therefore, the standard deviation of the calibration coefficients is taken to be the error on the calibration coefficient (and therefore on the beam current). A systematic error of 1.2% was assigned to the charge determination. For each run the accumulated charge was also calculated from VtoF scalers and compared with the accumulated charge calculated from the EPICS data. They were found to agree to much better than 1.0%.

3.4 Beam Energy Study

The incident electron beam energy for this experiment was determined through a study of coincidence elastic electron-proton scattering. For the $H(e,e'p)$ reaction, the incident beam energy, $E$, is given by:
\[ E = M_p (\cot \frac{\theta}{2} \cot \theta_p - 1) + E_{\text{loss}}, \quad (3-2) \]

where \( M_p \) is the mass of the proton, \( \theta_p \) is the proton recoil angle and \( E_{\text{loss}} \) is the ionization energy loss of the incident electron beam before scattering (i.e. energy loss up to the reaction vertex). The ionization energy loss is given by:

\[ E_{\text{loss}} = \frac{1}{\rho} \frac{dE}{dx} (\beta \gamma) \rho l, \quad (3-3) \]

where \( \frac{1}{\rho} \frac{dE}{dx} \) is the ionization energy loss in (MeV cm\(^2\) g\(^{-1}\)), \( \rho \) is the hydrogen density and \( l \) is the distance between the entrance window of the target cell and the interaction vertex.

The energy loss of the incident electron beam due to radiation (bremsstrahlung) causes a tail at the low energy side but does not shift the centroid of the incident electron energy. The ionization energy loss shifts the centroid by the amount \( E_{\text{loss}} \). The radiative tail was cut away and only a very clean sample of events was used to measure the incident beam energy.

The angles \( \theta \) and \( \theta_p \) are functions of the central angles of the spectrometers (\( \theta_0 \) and \( \theta_{0p} \)), plus a contribution from where in the spectrometer acceptance the particles scattered to [33]:

\[ \theta = \arccos \frac{\cos \theta_0 - \phi_{tgt} \sin \theta_0}{\sqrt{1 + \theta_{tgt}^2 + \phi_{tgt}^2}}, \quad (3-4) \]

for the electron spectrometer, and:

\[ \theta_p = \arccos \frac{\cos \theta_{0p} - \phi_{tgtp} \sin \theta_{0p}}{\sqrt{1 + \theta_{tgtp}^2 + \phi_{tgtp}^2}}, \quad (3-5) \]

for the hadron spectrometer, where \( \theta_{0p} \) is defined to be negative and \( \theta_0 \) positive. \( \theta_{tgt(p)} \) and \( \phi_{tgt(p)} \) are the angles of the particle track with respect to the spectrometer central ray in the dispersive \( x \) and transverse \( y \) directions.
The error on the beam energy determined using this method is given by:

$$\Delta E = \sqrt{ \left( \frac{\delta E}{\delta \theta} \right)^2 \Delta \theta^2 + \left( \frac{\delta E}{\delta \theta_p} \right)^2 \Delta \theta_p^2 } , \quad (3-6)$$

where $\Delta \theta_0$ and $\Delta \theta_{0p}$ are the uncertainties in the surveyed positions of the spectrometer central angles. Taking the required partial derivatives of Equation 3-2 leads to:

$$\Delta E = \sqrt{ \frac{M_p^2 \cot^2 \theta_p}{4 \sin^4 \frac{\theta}{2}} \Delta \theta^2 + \frac{M_p^2 \cot^2 \theta_p}{\sin^4 \theta_p} \Delta \theta_{0p}^2 } . \quad (3-7)$$

The uncertainty in the central angles of both the electron and hadron spectrometers is 0.3 mrad from repeated surveys of their positions (Section 2.6). For the kinematics of this experiment and the 0.3 mrad angular uncertainties, the typical error on the beam energy determination was $\sim 0.2\%$.

Fig. 3-3: Beam Energy as determined from $H(e, e'p)$ ($\theta_0 = 31.17^\circ$, $\theta_{0p} = 32.12^\circ$). The black curve is the data and the red curve is a Gaussian fit.

The reconstructed beam energy calculated using Equation 3-2, on an event by event basis, is shown in Figure 3-3. The width of the distribution is mostly due to multiple
scattering. The spectrometer horizontal angular resolution is \( \sim 2 \) mrad (Section 2.6). Then, the energy resolution due to spectrometer angular resolution is \( \sim 1\% \). For this kinematics, the nominal beam energy is 4424.0 MeV. The centroid of the distribution in Figure 3-3, representing the calculated beam energy before energy loss is taken into account, is 4392.1 MeV. The energy loss is calculated assuming that the incident electron interacts at the center of the cryotarget, after passing through 7.5 cm of liquid hydrogen. For this kinematics, the energy loss is 2.8 MeV, leading to a total energy extracted from the \( H(e,e'p) \) analysis of 4394.9\( \pm 4.7 \) MeV, where the error is calculated from Equation 3-7. This energy is 0.66\% lower than the nominal beam energy of 4424.0 MeV.

![Graph](image)

**Fig. 3-4:** Incident beam energy offset versus run number (time). The runs are all elastic \( H(e,e'p) \) runs taken for the \( B(Q^2) \) kinematics. The average energy difference is -0.57\%. This value is indicated by the middle solid line, while the other two dashed lines indicate an error band of \( \pm 0.2\% \).

A total of seventeen \( H(e,e'p) \) runs for the \( B(Q^2) \) kinematics and eighteen runs for the \( A(Q^2) \) kinematics were analyzed using this technique to extract the incident beam energy. They were all found to yield an energy below the nominal. A plot of the normalized energy
difference ((measured-nominal)/nominal) versus run number (time) is shown in Figures 3-4 and 3-5. Figure 3-4 shows the energy for the $B(Q^2)$ kinematical points, all taken at beam energies below 1.0 GeV, while Figure 3-5 shows the energy for the $A(Q^2)$ points, all taken at energies above 3.0 GeV. For the $B(Q^2)$ runs, the beam energy has been measured to be 0.57% lower, on average, than the nominal value reported by the accelerator. For the $A(Q^2)$ kinematics, the average energy difference is -0.58%.

![Graph showing energy difference versus run number](image)

Fig. 3-5: Incident beam energy offset versus run number (time). The runs are all elastic $H(e,e'p)$ runs taken for the $A(Q^2)$ kinematics. The average energy difference is -0.58%. This value is indicated by the middle solid line, while the other two dashed lines indicate an error band of ±0.2%.

3.5 Detector Calibrations

3.5.1 Vertical Drift Chamber Calibration

The vertical drift chambers of the Electron and Hadron spectrometers are filled with a gaseous mixture of argon and ethane. When a charged particle passes through the chambers, it ionizes the gas and the freed electrons drift along the electric field lines formed by the high voltage planes and signal wires (see Section 2.7.1 for a description of the VDC hardware).
In the vicinity of the signal wires, the electric field strength increases and the electrons gain enough energy between collisions to ionize additional gas molecules. Those electrons, in turn, can ionize more gas molecules, and so on, forming an avalanche of electrons incident on the wires. At the same time, the positive ions are drifting away from the signal wires, leading to an appreciable negative signal on the wires. A TDC, which is stopped by the event trigger, is used to infer the elapsed time between the initial ionization and a signal (above threshold) induced on a signal wire. This drift time, combined with the electron drift velocity, yields the drift distance (see Reference [34] for details). This drift distance can be converted into the perpendicular distance between the signal wire plane and the intercept of the particle with the chamber.

![Diagram of a typical trajectory in one of the VDC wire planes.](image)

Fig. 3-6: A typical trajectory in one of the VDC wire planes. The drift paths are the paths of least time from the track to the wire. The perpendicular distances (dashed lines) to each hit wire are fit to reconstruct the particle’s path (solid line) through the chambers. The circles indicate the boundary between the regions of linear electric field and the regions of radial electric field.

Typically, a charged particle induces a signal on five to six wires as it passes through the chamber. As illustrated in Figure 3-6, the particle’s path through the VDC is reconstructed by fitting the perpendicular distances to each hit wire with a tracking algorithm. The
tracking algorithm chooses tracks by a goodness-of-fit test ($\chi^2$), so the first track with a $\chi^2$ within acceptable limits is chosen as the track of the particle which generated the trigger.

Since there are four wire planes (2 VDCs per spectrometer, each with two wire planes), two positions and two angles can be obtained from the chambers, allowing determination of $\{x_{\text{tra}}, y_{\text{tra}}, \theta_{\text{tra}}, \phi_{\text{tra}}\}$.

3.5.2 Scintillator Timing Corrections

The scintillator PMTs were gain-matched using cosmic rays. Timing calibration of the scintillators was done initially using cosmic data and then data taken during the experiment. Corrections have to be made for timing variations caused by signal pulse height variations, light propagation time in the scintillators, and overall timing offsets between the individual signals. Because the timing signal comes from a fixed threshold discriminator (LeCroy model 4413) the time between the start of the signal and the time that the threshold (60 mV) is exceeded depends on the height of the signal. Thus large signals will fire the discriminator earlier than small signals. These corrections are on the order of 1 ns and are parameterized as:

$$t_w \sim \frac{1}{\sqrt(A - P)}, \quad (3-8)$$

where $t_w$ is the time walk correction, $A$ is the ADC amplitude, and $P$ is the pedestal of the ADC channel. This dependence is clearly seen by choosing hits in a small region of one of the scintillators (to minimize corrections due to light propagation in the scintillator) and comparing the time from that PMT hit with the pulse height. The velocity of light propagation along the scintillator can be measured by taking the difference in the times of PMTs on the opposite end of the scintillator. When plotted versus position along the scintillator, the velocity of propagation can be determined by the slope. Note that this velocity is not just the speed of light in the plastic scintillator, because most of the light
bounces off of the sides of the scintillator, rather than going directly towards the PMTs. The velocity correction therefore depends on both the index of refraction and the cross section of the scintillator. A velocity was measured for each plane, and all elements in that plane used this average correction. Finally, each tube has its own time offset due to variations in cable length or different response times of the PMTs. These are fit in the same way as the time walk corrections. The time-of-flight is calculated for a pair of scintillators, with velocity and pulse height walk corrections applied. The offsets are adjusted in order to make the time between the scintillator hits agree with the known velocity of the particle ($\beta=-1$ for cosmic rays, $\beta=1$ for electrons, and $\beta$ as calculated from the momentum of the particle for hadrons).

Figure 3-7 shows the final $\beta$ resolution for the HRSE scintillator planes. The best timing resolution at $\beta \approx 1.0$ is 0.15 (FWHM). The reason for this is that one set of coefficients for the pulse height and velocity corrections were used per plane. A better resolution can be obtained by studying the individual paddles. The centroid of $\beta$ is not exactly at 1.0 for the same reason.

Figure 3-8 shows the final resolution for the HRSH scintillator planes. The timing resolution for $\beta = 1$ hadrons is the same as for the HRSE. The resolution improves as $\beta$ decreases because the uncertainty in the timing of the scintillator planes is the same, but the flight time is larger. Therefore, the relative uncertainty is proportional to the inverse of the time-of-flight, which is proportional to $\beta$. For low-$Q^2$ $D(e,e'd)$, where the accidentals $D(e,e'p)$ are noticeable, the resolution of the HRSH $\beta$ was sufficient to separate protons from deuterons.

3.5.3 Čerenkov Calibration

The Čerenkov detector used in this experiment (see Section 2.7.3) was a threshold detector, where an electron with a momentum above 0.017 GeV/c or a pion with a momentum
Fig. 3-7: Electron arm $\beta$ for electrons from time-of-flight between the two scintillator planes.

Fig. 3-8: Hadron arm $\beta$ from time-of-flight between the two scintillator planes. The Hadron Spectrometer momentum setting was 0.842 GeV/c. $d$, $p$, and $\pi^+$ are clearly separated.
above 4.8 GeV/c could produce Čerenkov light. Since the threshold momentum for pions is above the maximum accepted momentum of the spectrometer, pions could only give a Čerenkov signal through the production of knock-on electrons.

The ADC spectrum for a single phototube on the Čerenkov detector is shown in Figure 3-9. The sharp pedestal peak, which is the offset voltage read out when there was no event corresponding to this phototube, is seen around channel 300. After the pedestal, the single and double photoelectron peaks (the PMT signals for one and two photoelectrons being liberated from the PMT photocathode by the incident light) can be seen. Next is a broad distribution that corresponds to the PMT signal for varying numbers of photoelectrons. Since the Čerenkov light emitted by the incident charged particle can strike more than one of the detector’s mirrors, the sum of the ADC values (corrected for PMT gains) for all ten PMT’s is used for particle identification. A histogram of this sum accumulated over the course of a run can be seen in Figure 3-10. To select a good electron event, a cut was placed
requiring particles to produce a Čerenkov ADC sum greater than a threshold value of ADC channel 500. The inefficiency of the Čerenkov cut is discussed in Section 3.8.2.

Fig. 3-10: Sum of the ADC spectra for all ten phototubes of the Čerenkov detector. A good electron event was required to have an ADC sum above channel 500.

The number of photoelectrons detected should have a Poisson distribution. For each mirror-PMT combination, the mean and the standard deviation of the ADC spectrum are determined, and the conversion from ADC channels to photoelectrons is determined by requiring that the mean value is equal to the square of the standard deviation. The average measured number of photoelectrons emitted from the Čerenkov phototubes was \( \sim 11 \), as can be seen in Figure 3-11. The expected number of photoelectrons is \( \sim 15 \) for a relativistic electron. The above analysis did not include Tube 7 which was coated with the wavelength shifter p-Terphenyl. The coating shifted some of the short wavelength Čerenkov light into the sensitive range of the PMT, resulting in \( \sim 16 \) photoelectrons, on average, emitted per event. The 500 channel cut on the ADC sum corresponds to \( \sim 2 \) photoelectrons.
3.5.4 Lead-Glass Calorimeter Calibration

The goal of the calorimeter calibration (see Section 2.7.4 for the hardware description of the calorimeter) is to find for each block a coefficient that relates the actual energy deposited in the block to the raw signal from its PMT. The operating high voltages were set to match the gain of the individual PMTs using cosmic rays events. This procedure provides an initial calibration but it requires electron events to determine precisely the coefficients.

To determine the total energy deposited by an electron, the signals from both the preshower and shower detectors were summed. Calibration events were selected carefully by using information from the VDCs and the Čerenkov detector of the HRSE. A Čerenkov cut was especially required to guarantee an electron in the calorimeter. Calibration coefficients were fitted by minimizing the difference between the energy calculated using the calorimeter and the momentum calculated using the VDC track information and the spectrometer central momentum setting:

Fig. 3-11: Čerenkov photoelectrons for all ten phototubes of the Čerenkov detector. A good electron event was required to have at least 2 photoelectrons.
\[ \chi^2 = \sum_{i=1}^{N} \left[ E^0_i - p^0_i \right]^2, \]  
\hspace{10cm} (3-9) 

where \( E^0_i \) is the total energy deposited by the \( i \)-th event in the calorimeter and is given by:

\[ E^0_i = \sum_{j \in M^i_{ps}} C_j \cdot (A^i_j - P_j) + \sum_{k \in M^i_{sh}} C_k \cdot (A^i_k - P_k), \]  
\hspace{10cm} (3-10)

where \( i \) is a calibration event index, \( j \) and \( k \) are preshower and shower block indices, respectively, \( M^i_{ps} \) and \( M^i_{sh} \) represent the set of preshower and shower block indexes, \( A^i_j \) and \( A^i_k \) represent the ADC values, while, \( P_j \) and \( P_k \) represent the pedestal values, \( p^0_i \) is the particle momentum measured by the spectrometer, and \( C_j, C_k \) are preshower and shower blocks calibration constants to be fitted. The total number of these constants is 144 (48 of them for preshower, and 96 for shower). A minimum of 9 events which deposited maximum energy in a block (or equivalently their center is in that block) are required for each block before its coefficient can be determined by the fit. In the software, to register a hit in a block, one must have \((A^i_j - P_j) > 5 \sigma_j\) and \((A^i_k - P_k) > 1.5 \sigma_k\), where \( \sigma \) is the standard deviation of the average pedestal of the \( j \)-th preshower ADC channel and of the \( k \)-th shower channel. The cut accounts for \( \sim 15 \) channels for both detectors. More information about the calorimeter analysis software can be found in Reference [35].

A special “white spectrum” run (run number 1264) was taken in which the Electron arm momentum was reduced to \( \sim 80\% \) of its nominal elastic electron-proton scattering value. The new HRSE momentum setting was \( 1981.2 \) MeV/c. In this run electrons and pions covered the whole focal plane and good statistics was obtained in most of the calorimeter blocks. Thus, it was an ideal run to be used in calculating the preshower and shower coefficients. The coefficients were calculated using Equation 3-9. In Figure 3-12 the energy deposited in the preshower versus the energy deposited in the shower is shown for events (electrons
Fig. 3-12: Energy deposition in the preshower detector versus energy deposition in the shower detector for events from the special calibration run. Electrons and pions can be clearly separated.

For these ~2000 MeV electrons, ~800 MeV was deposited in the preshower and ~1200 MeV was deposited in the shower. In the case of pions, most of them just pass straight through and lose energy only by ionization and direct Čerenkov light. On average they leave around ~70 MeV in the preshower and ~300 MeV in the shower. Pions can undergo nuclear interactions, too. In these cases, they deposit on average ~600 MeV: ~100 MeV in the preshower and ~500 MeV in the shower (as seen Figure 3-12). It is clear from the above figures that the energy deposited by pions fluctuates a lot and can be very large.

The energy measured by the calorimeter divided by the particle momentum measured using the track determined from the VDCs is shown in Figure 3-13 for events from the special calibration run. For electrons this energy ratio should be one since electrons deposit all their energy in the calorimeter. Pions deposit mainly a small fraction of their energy and appear at an energy ratio of 0.3. The electrons can be also identified using the Čerenkov
Fig. 3-13: Energy measured by the calorimeter divided by the particle momentum for events from the special calibration run. The peak at 0.3 is from pions while electrons give an energy ratio of one.

Fig. 3-14: Energy measured by the calorimeter divided by the particle momentum for events from the special calibration run. A cut on the Čerenkov detector was required to remove the pions (see text).
detector. Requiring the Čerenkov ADC sum to be greater than 500 channels, will remove the pions and only the electrons will be left as shown in Figure 3-14.

In Figure 3-15, the energy deposited in the preshower versus the energy deposited in the shower is shown for electrons which scattered elastically from protons with energy 337.6 MeV. These scattered electrons with 337.6 MeV have the lowest energy in the entire experiment. Here, most of the energy, \( \sim 300 \) MeV, is deposited in the preshower and \( \sim 40 \) MeV is deposited in the shower. The energy ratio for these electrons is shown in Figure 3-16. There was no pion contamination in the coincidence elastic data.

![Figure 3-15](image)

**Fig. 3-15:** Energy deposition in the preshower detector versus energy deposition in the shower detector from an \( e-p \) calibration run for \( B(Q^2) \). The scattered electron energy was 337.6 MeV, the lowest in the entire experiment.

The centroids of the energy ratio for all \( H(e,e')p \) runs are shown in Figure 3-17. The calorimeter can determine the energy of the electrons to \( \sim 2\% \) in the range of \( \sim 300 \) MeV to \( \sim 3000 \) MeV. Since a cut on the energy ratio is needed in the analysis of this experiment, the fluctuations seen in the centroid of the energy ratio indicate a small variation in the calorimeter efficiency correction (see Section 3.8.2). The energy resolution of the calorimeter
Fig. 3-16: Energy measured by the calorimeter divided by the particle momentum from an \(e-p\) calibration run for \(B(Q^2)\). The scattered electron energy was 337.6 MeV, the lowest in the entire experiment.

is \(\sigma = 2.9\% \oplus 5.4\% / \sqrt{E'}\), where \(E'\) is in GeV and \(\oplus\) means that both contributions have to be added in quadrature. The first term is the systematic uncertainty that occurs because of noise, pedestal fluctuations, non-uniformities, and calibration uncertainties. The second term is due to statistical fluctuations in the electromagnetic shower development. The number of Čerenkov photons produced in the electromagnetic shower is proportional to the total charge track length which, in turn, is proportional to the initial particle energy. Thus, the total number of photoelectrons (pe) is \(N_{pe} \sim E'\), and the statistical uncertainty is proportional to \(1/\sqrt{N_{pe}}\) or to \(1/\sqrt{E'}\). For a 1 GeV electron, the statistical uncertainty in the energy resolution of the calorimeter is 5.4% which corresponds to the production of \(\sim 343\) photoelectrons.

During the analysis, new calorimeter coefficients were calculated for each run. These sets of coefficients were used to check for energy dependence and time stability of the coefficients. The dependence of the coefficients on the scattered electron energy is shown in Figures 3-19.
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Fig. 3-17: The centroid of the Electron arm calorimeter energy ratio for all \( e-p \) calibration runs versus scattered electron energy.

Fig. 3-18: Electron arm calorimeter resolution versus scattered electron energy. Data are from all \( e-p \) calibration runs. The best fit is \( \sigma = 2.9\% \oplus 5.4\%/\sqrt{E'} \), where \( E' \) is in GeV.
and 3-20. The time dependence of the coefficients is shown in Figures 3-21 and 3-22 over the period of two months. The coefficients were quite stable throughout the experiment; therefore, only two sets of coefficients were used in the analysis. For $B(Q^2)$, we used the average of the coefficients obtained from the $e-p$ backward runs while for $A(Q^2)$, we used the average of the coefficients obtained from the $e-p$ forward runs. These two sets of coefficients are plotted in Figure 3-23 along with the set of coefficients which was obtained from the special run (run 1264). Only the coefficients of blocks which actually fired are shown. Most of the events were in the middle of the calorimeter and many blocks on the edge had no hits.

![Graph](image)

**Fig. 3-19:** Preshower block 23 coefficient versus scattered electron energy.

The reactions we studied during our experiment, $H(e,e')p$ and $D(e,e')d$, resulted in no pion contamination. The preshower and shower detectors were used mainly to identify electrons when the signal rate for the high-$Q^2$ $e-d$ elastic scattering was as small as $\sim 1$ event per day.
Fig. 3-20: Shower block 21 coefficient versus scattered electron energy.

Fig. 3-21: Preshower block 23 coefficient versus run number (time).
Fig. 3-22: Shower block 21 coefficient versus run number (time).

Fig. 3-23: The coefficients of preshower and shower blocks used in the analysis.
3.6 Coincidence Time-of-Flight

The coincidence time-of-flight was used to identify $e-p$ and $e-d$ elastic events. The peak of the raw coincidence time-of-flight is very wide ($\sim 20$ ns). Corrections can be applied to reduce the width of the peak. The corrected coincidence time-of-flight has a higher true to accidental ratio which makes it easier to separate the real coincidence events from the random background.

The coincidence time-of-flight was measured using the TDCs of both arms. The Hadron arm TDC is a LeCroy 1877 model with common stop, 0.5 ns resolution, and allows up to 6 hits. Though not as accurate as the electron TDC, it has the advantage of handling random hits at very high rates. Since the Hadron arm TDC is a multihit TDC, the true hit is registered most of the time. Its start comes from the HRSE trigger and its stop from the HRSH trigger. The Electron arm TDC is a LeCroy 1875A model with common start and 0.1 ns resolution. The electron coincidence time-of-flight TDC starts with the trigger of the HRSE and stops with the trigger of the HRSH, as shown in the simplified schematic.

Fig. 3-24: A simplified schematic of the coincidence trigger setup.
diagram of the coincidence trigger (Figure 3-24). The coincidence window was \( \sim 114 \text{ ns} \). The Electron arm measurement of the coincidence time-of-flight, \( \Delta T_{\text{COINC}} \), was used in the analysis because of the better time resolution than the Hadron arm measurement.

Corrections to the coincidence time-of-flight were done in the analysis software. These corrections are summarized in the following discussion. Actual TDC values are denoted by \( \Delta T \); these are the only quantities which are actually measured. The \( TC_{\text{RAW}} \) is then:

\[
TC_{\text{RAW}} \equiv \Delta T_{\text{COINC}} = r_H - r_E ,
\]

where \( r_H \) is the stop of the coincidence TDC (this signal is the common start of the HRSH trigger) and \( r_E \) is the start of the coincidence TDC (this signal is the common start of the HRSE trigger, see Figure 3-24).

![Coincidence time-of-flight](image)

**Fig. 3-25:** Raw coincidence time-of-flight. The two peaks are caused by uncorrected offsets between the PMTs. The data are from an \( e-d \) check-out run taken with 100 \( \mu \text{A} \) at \( Q^2 = 0.685 \text{ (GeV/c)}^2 \). The actual production data for this \( Q^2 \) were taken with 5 \( \mu \text{A} \) to reduce the accidental background.

The raw coincidence time, \( TC_{\text{RAW}} \), shown in Figure 3-25, is very wide and there are
many corrections to be applied. Since the start signals, $r_E$ and $r_H$, go through electronic modules, they have jitter. It is better to use the stop signals, $s_E$ and $s_H$, since they just go through cables. Then:

$$TC_{COR} = \Delta T_{COINC} - \Delta T(E) + \Delta T(H)$$
$$= (r_H - r_E) - (s_E - r_E) + (s_H - r_H)$$
$$= s_H - s_E .$$  (3-12)

As in the case of $\beta$ from time-of-flight, there are corrections to the individual PMTs timing. The mean time of both ends of the scintillator is used, which is the average of the times measured by the PMTs on each end. Use of the mean time eliminates the dependence on position along the scintillator, and removes the light propagation correction. The offsets, $t_0$, and the time walk, $t_w$, corrections are then applied. Figure 3-26 shows clearly the effect of neglecting the offsets on the coincidence time-of-flight (peak becomes very wide). Figure 3-27 shows the improvement when offset corrections are applied.

The corrected coincidence time-of-flight with all the corrections included is then:

$$TC_{COR} = \Delta T_{COINC}$$

$$- \frac{1}{2} \left[ \Delta T(ES1L) + \Delta T(ES1R) \right]$$
$$+ \frac{1}{2} \left[ t_0(ES1L) + t_0(ES1R) + t_w(ES1L) + t_w(ES1R) \right]$$
$$- t_{12}(E) + t_f(E)$$

$$+ \frac{1}{2} \left[ \Delta T(HS1L) + \Delta T(HS1R) \right]$$
$$- \frac{1}{2} \left[ t_0(HS1L) + t_0(HS1R) + t_w(HS1L) + t_w(HS1R) \right]$$
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<table>
<thead>
<tr>
<th>Coincidence time-of-flight (ns)</th>
<th>Hadron S1 x (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>-0.2</td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.4</td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.6</td>
</tr>
<tr>
<td>-0.6</td>
<td>-0.8</td>
</tr>
<tr>
<td>-0.8</td>
<td>-1</td>
</tr>
</tbody>
</table>

Fig. 3-26: The $x$ coordinate along the Hadron arm scintillator plane S1 versus raw coincidence time-of-flight. The effect of different PMT offsets is evident. These offsets produce two peaks in the raw coincidence time-of-flight (see Figure 3-25).

<table>
<thead>
<tr>
<th>Corrected coincidence time-of-flight (ns)</th>
<th>Hadron S1 x (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>0.8</td>
</tr>
<tr>
<td>145</td>
<td>0.6</td>
</tr>
<tr>
<td>140</td>
<td>0.4</td>
</tr>
<tr>
<td>135</td>
<td>0.2</td>
</tr>
<tr>
<td>130</td>
<td>0</td>
</tr>
<tr>
<td>125</td>
<td>-0.2</td>
</tr>
<tr>
<td>120</td>
<td>-0.4</td>
</tr>
<tr>
<td>115</td>
<td>-0.6</td>
</tr>
<tr>
<td>110</td>
<td>-0.8</td>
</tr>
<tr>
<td>105</td>
<td>-1</td>
</tr>
</tbody>
</table>

Fig. 3-27: The $x$ coordinate along the Hadron arm scintillator plane S1 versus corrected coincidence time-of-flight. All corrections are included except the path difference correction.
\[ + t_{12}(H) - t_f(H), \quad (3-13) \]

where the TDC offsets, \( t_0 \), and the time walk, \( t_w \), corrections are calculated by studying \( \beta \) from the time-of-flight between the two scintillator planes in each arm (see Section 3.5.2). \( t_{12} \) is the correction for the time-of-flight from scintillator plane S1 to S2, \( l_{12}/v \), where \( l_{12} \) is the flight path between the two scintillators measured for each event using the VDC information. \( v \) is the speed of the particle in the spectrometer and it is \( v = c \) for electrons and \( v = P/E \) for hadrons, where \( P \) is the hadron momentum and \( E = \sqrt{P^2 + M^2} \) is the hadron energy with \( M \) being the hadron mass.

The path length correction, \( t_f \), accounts for the flight time through the spectrometer. The time it takes a particle to reach scintillator plane S1 from the target is:

\[ t_f = \frac{L}{v} = \frac{L_o}{v} + \frac{\Delta L}{v}, \quad (3-14) \]

where \( L_o \) is the distance from the target to S1 and is equal to 24.807 m for the HRSE and to 24.713 m for the HRSH. The distance from the target to the first VDC for the central trajectory is 23.426 m for both arms. From the first VDC to S1 is 1.381 m for the HRSE and 1.287 m for the HRSH. The path difference, \( \Delta L \), accounts for the difference between the central ray through the spectrometer and a given ray. \( \Delta L(E) \) for the electrons and \( \Delta L(H) \) for the hadrons are calculated by parameterizing them in terms of the focal plane coordinates, \( x_{tra} \) and \( \theta_{tra} \):

\[ \Delta L(E) = m_1(E) \cdot x_{tra(E)} + m_2(E) \cdot \theta_{tra(E)}, \]
\[ \Delta L(H) = m_1(H) \cdot x_{tra(H)} + m_2(H) \cdot \theta_{tra(H)}. \quad (3-15) \]

The path difference coefficients, \( m_1 \) and \( m_2 \), are calculated by minimizing the width of the corrected coincidence time. These coefficients are listed in Table 3-1 along with the predicted values from a SNAKE simulation [24]. The SNAKE fit is good to the 1 cm level.
<table>
<thead>
<tr>
<th></th>
<th>Electron Arm</th>
<th>Hadron Arm</th>
<th>SNAKE Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_0$ (m)</td>
<td>24.807</td>
<td>24.713</td>
<td>24.726</td>
</tr>
<tr>
<td>$m_1$ (m)</td>
<td>1.2579</td>
<td>1.3104</td>
<td>2.0210</td>
</tr>
<tr>
<td>Maximum $\Delta L$ (m)</td>
<td>1.2579</td>
<td>1.3104</td>
<td></td>
</tr>
<tr>
<td>Maximum $\Delta t$ (ns)</td>
<td>4.1930</td>
<td>4.3680</td>
<td></td>
</tr>
<tr>
<td>$m_2$ (m)</td>
<td>-6.7026</td>
<td>-8.3651</td>
<td>-14.6283</td>
</tr>
<tr>
<td>Maximum $\Delta L$ (m)</td>
<td>1.3405</td>
<td>1.6730</td>
<td></td>
</tr>
<tr>
<td>Maximum $\Delta t$ (ns)</td>
<td>4.4683</td>
<td>5.5767</td>
<td></td>
</tr>
</tbody>
</table>

Table 3-1: Path difference correction coefficients.

Figure 3-28 shows the corrected coincidence time before adding the path difference correction plotted versus the electron $\theta_{tr}$. The dependence is removed when correcting for path difference as seen in Figure 3-29. The final corrected coincidence time-of-flight is shown in Figure 3-30. The path difference correction reduces $\sigma$ by a factor of 2. The resulting corrected coincidence time-of-flight has $\sigma \sim 0.5-0.7$ ns for all the data.

A check-out deuteron run was taken at $Q^2 = 0.7$ (GeV/c)$^2$ during the forward running with 100 $\mu$A. In Figure 3-31, the corrected coincidence time is shown. Real deuteron and random proton peaks can be seen (the mass used to evaluate the path length correction in this case is the mass of the proton). As shown in the previous chapter, the CEBAF accelerator provided very narrow current pulses (~2 ps) roughly 2 ns apart, corresponding to a third of the nominal accelerator frequency of 1497 MHz (each hall received 499 MHz current frequency). The 2 ns, uniformly distributed ripples in the proton accidentals are due to the beam current microstructure.
Fig. 3-28: The Electron arm $\theta_{tra}$ versus corrected coincidence time-of-flight. All the corrections are included except the path difference correction.

Fig. 3-29: The Electron arm $\theta_{tra}$ versus corrected coincidence time-of-flight. All the corrections are included here.
Fig. 3-30: The final corrected coincidence time-of-flight. The raw one is shown in Figure 3-25.

Fig. 3-31: Corrected coincidence time-of-flight. The mass used to evaluate the path length correction in this case is the mass of the proton. The 2 ns, uniformly distributed ripples in the proton accidentals are due to the beam current microstructure.
3.7 Particle Identification

The HRSE Čerenkov and calorimeter detectors were used to distinguish between electrons and negatively charged pions or other background. Deuterons from elastic electron-deuteron scattering events were separated from other particles in the hadron spectrometer by means of a time-of-flight cut. The time-of-flight allows for the discrimination between a real coincidence event and an accidental coincidence event. A real coincidence event involves two particles emerging from the target at the same instant, and thus a narrow peak is expected in the time-of-flight spectrum. An accidental coincidence event is caused by two uncorrelated single arm events which fall within the coincidence timing window, and therefore, it will contribute to the continuous flat background in the time-of-flight spectrum.

The low-$Q^2$ deuteron data contain a small amount of background in the corrected coincidence time-of-flight spectrum. These events are mainly protons and were removed by using $\beta$ from the hadron time-of-flight between the two scintillator planes, as shown in Figure 3-8.

![Hadron arm scintillator pulse height](image)

Fig. 3-32: Hadron arm scintillator pulse height. The Hadron arm momentum setting was 0.842 GeV/c. $d$, $p$, and $\pi^+$ particles are clearly separated.
Another way to distinguish protons from deuterons in the Hadron arm is to use the dependence of ionization energy loss in the scintillators on the particle $\beta$. Shown in Figure 3-32, is the pulse height ($PH$) in the Hadron arm scintillators defined as the sum of the signals, $ph$, from the left (L) and the right (R) PMTs of the two scintillator planes, S1 and S2:

$$PH = ph(HS1L) + ph(HS1R) + ph(HS2L) + ph(HS2R) ,$$  \hspace{1cm} (3-16)

where $ph$ is calculated from

$$ph = (A - P) \times g .$$  \hspace{1cm} (3-17)

Here, $g$ is the gain matching factor, $A$ is the ADC amplitude of the PMT, and $P$ is pedestal of the corresponding channel.

Fig. 3-33: Hadron arm scintillator pulse height versus Hadron arm $\beta$. The Hadron arm momentum setting was 0.842 GeV/c. $d$, $p$, and $\pi^+$ particles are clearly separated.
Fig. 3-34: Coincidence time-of-flight versus Hadron arm scintillator pulse height.

Figure 3-33 shows the Hadron arm $\beta$ versus the pulse height. $d$, $p$, and $\pi^+$ particles are clearly separated. Figure 3-34 shows the corrected coincidence time-of-flight versus the pulse height in the Hadron arm scintillators.

3.8 Corrections to the Experimental Data

There are several effects that would reduce the extracted number of coincidence events and yield an artificially low cross section. The first is that of detector and trigger inefficiencies. Another effect that could decrease the number of coincidence events is re-scattering or absorption of the recoiling proton or deuteron on its way out of the cryotarget, through the scattering chamber exit window or in the windows of the spectrometer. A “boiling” correction is also applied to the data, since the density of the target varies as a function of the incident beam current. These corrections are discussed in detail in the sections that follow.
Table 3-2: Classification of the inefficient events in each arm.

<table>
<thead>
<tr>
<th>Class</th>
<th>$S_1 = 0$</th>
<th>$S_2 = 0$</th>
<th>$S_1 = 1$</th>
<th>$S_2 = 0$</th>
<th>$S_1 = 0$</th>
<th>$S_2 &gt; 1$</th>
<th>$S_1 &gt; 1$</th>
<th>$S_2 = 0$</th>
<th>$S_1 &gt; 1$</th>
<th>$S_2 &gt; 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e-p$</td>
<td>Backward</td>
<td>Forward</td>
<td>Backward</td>
<td>Forward</td>
<td>Backward</td>
<td>Forward</td>
<td>Backward</td>
<td>Forward</td>
<td>Backward</td>
<td>Forward</td>
</tr>
<tr>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>10</td>
<td>70</td>
<td>45</td>
<td>30</td>
<td>40</td>
<td>5</td>
<td>20</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>40</td>
<td>5</td>
<td>20</td>
<td>30</td>
<td>30</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

3.8.1 Trigger Inefficiencies

Elastic $e-p$ calibration data were used to study the trigger and scintillators inefficiencies. The trigger inefficiency of each arm is determined by taking the ratio of apparently good coincidence events that resulted in a trigger in only one arm to the events that gave a trigger in both arms. These events were primarily determined by looking for single arm events that passed a cut on the $TC_{RAW}$ histogram. The data acquisition is setup such that all the Read Out Controllers are read for every type of trigger. So, for trigger 1, the Hadron arm detectors are also read. The same is true for all other trigger types. When a true $e-p$ event produces a S1 trigger in the Electron arm but not a S3 trigger in the Hadron arm (see the discussion below explaining the different reasons for this), it will be registered in the CODA file as trigger type 1. Although the proton fails to produce S3, it can still give a correct signal in the $TC_{RAW}$ histogram. The $TC_{RAW}$ histogram was used to check for trigger inefficiencies instead of $TC_{COR}$ because there may not be enough information to correct the raw coincidence time-of-flight.

There are several effects that cause true $e-p$ events to fail to produce S1 trigger in the electron arm or S3 trigger in the hadron arm resulting in an inefficiency. Section 2.8
describes how these triggers are formed and under what conditions. The inefficient events in each arm are classified in Table 3-2. The events are classified according to the number of hits in the scintillator plane 1 and in the scintillator plane 2. 0 means that there was no hit in any of the scintillator paddles. Class 2 and class 4 are due to scintillator plane 1 inefficiency. Class 3 and class 5 are due to scintillator plane 2 inefficiency. In the hadron arm, this is mainly due to proton losses through nuclear interactions in scintillator plane 1 and only a small fraction of it is an actual inefficiency of the scintillator plane itself. Class 6 is due to large-angle VDC events. Class 7 and class 8 are due to multiple hits in the same plane which are far from each other. During the forward data taking, the MLU programming was changed in order to reduce the inefficiency due to class 7 and class 8. The effect of this change should be visible in the electron arm where the inefficiency from these two classes is large. However, no definite reduction in the trigger inefficiency was observed (see Figure 3-35).

The electron arm trigger inefficiency is plotted in Figure 3-35 versus run number, and in Figure 3-36 versus electron arm rate. The electron arm trigger was on average 1.5% inefficient for e-p calibration data for $B(Q^2)$ and 1.0% inefficient for e-p calibration data for $A(Q^2)$. The hadron arm trigger inefficiency is plotted in Figure 3-37 versus run number and in Figure 3-38 versus hadron arm rate. The hadron arm trigger inefficiency was on average 1.0% for e-p calibration data for $B(Q^2)$ and 1.8% for e-p calibration data for $A(Q^2)$.

The total trigger inefficiency is the sum of the electron arm and the hadron arm inefficiencies. A 2.5% total trigger inefficiency correction was applied to the e-p calibration data for $B(Q^2)$. Similarly, a 2.8% total trigger inefficiency correction was applied to the e-p calibration data for $A(Q^2)$. A systematic uncertainty of 0.5% was assigned to both corrections. The systematic uncertainty is taken to be the spread of the values of the trigger inefficiency. For the deuteron data, the electron arm inefficiency is taken to be the same as for the proton data. The hadron arm inefficiency classified as class 3 and class 5 should double for the
Fig. 3-35: Electron arm trigger inefficiency versus run number for $e-p$ calibration data. The filled squares are the trigger inefficiency for the backward running. The filled circles are the trigger inefficiency for the forward running with the “old” MLU file. The hollow circles are the trigger inefficiency for the forward running with the “new” MLU file.

Fig. 3-36: Electron arm trigger inefficiency versus electron arm rate for $e-p$ calibration data. Data points have the same meaning as those in Figure 3-35.
Fig. 3-37: Hadron arm trigger inefficiency versus run number for \(e-p\) calibration data. Data points have the same meaning as those in Figure 3-35.

Fig. 3-38: Hadron arm trigger inefficiency versus hadron arm rate for \(e-p\) calibration data. Data points have the same meaning as those in Figure 3-35.
Table 3-3: Trigger inefficiency corrections ($C_{\text{trig}}$).

deuterons assuming it results from nuclear interaction losses. The hadron arm inefficiency for deuteron events was taken to be 70% higher than the proton for backward data and 40% higher for forward data. A 3.2% total trigger inefficiency correction was applied for $B(Q^2)$. Similarly, a 3.5% total trigger inefficiency correction was applied for $A(Q^2)$. A systematic uncertainty of 0.8% was assigned to both corrections. Table 3-3 summarizes the trigger inefficiency corrections (denoted as $C_{\text{trig}}$).

The above analysis shows that the fraction of protons which gave a signal in the scintillator plane S1 but did not fire the scintillator plane S2 is 0.7%. This is expected, since the fraction of nuclear interacting protons in scintillator plane S1 is given by $P_{\text{int}} = 1 - e^{-0.5/80} \approx 0.006$ (see Section 3.8.3). Here, 0.5 cm is the thickness of scintillator plane S1 and 80 cm is the nuclear collision length, $\lambda$, of protons in the plastic. This percentage should double for deuterons.

Several $e$-$p$ calibration runs have had the coincidence trigger prescaled by a prescale factor greater than 1. This meant good events were prescaled and registered as event types 1 or 3. When calculating the trigger inefficiency, coincidence events that were prescaled produced a very large false trigger inefficiency and special care had to be taken in the...
analysis to account for this. In the software, event types 1 and 3 were checked to see whether they had originated from prescaled coincidence events. If they did, these events were not included in calculating the trigger inefficiency.

The efficiency of each scintillator plane in each arm was determined by taking the ratio of the events that did not fire that plane to the events that fired the plane. The other plane in that arm was required to have only one hit. The other arm was required to have an event passing a cut on the $TC_{RAW}$ histogram.

The scintillator efficiencies are plotted in Figures 3-39, 3-40, 3-41, and 3-42 versus run number. The scintillators were, on average, $\leq 0.3\%$ inefficient. The hadron arm scintillator S2 plane shows inefficiency of an order 1.0%. The extra 0.7% is due to proton loses in the S1 plane. For the deuterons this number is expected to double. The hadron arm scintillator S2 plane is expected to be 1.7% inefficient for deuterons. The hadron arm scintillator S2 plane inefficiency is plotted in Figure 3-43 versus the recoil proton momentum.

![Fig. 3-39: Electron arm S1 inefficiency versus run number measured using e-p calibration data. Data points have the same meaning as those in Figure 3-35.](image)
Fig. 3-40: Electron arm S2 inefficiency versus run number measured using $e$-$p$ calibration data. Data points have the same meaning as those in Figure 3-35.

Fig. 3-41: Hadron arm S1 inefficiency versus run number measured using $e$-$p$ calibration data. Data points have the same meaning as those in Figure 3-35.
Fig. 3-42: Hadron arm S2 inefficiency versus run number measured using $e$-$p$ calibration data. Data points have the same meaning as those in Figure 3-35.

Fig. 3-43: Hadron arm S2 inefficiency versus recoil proton momentum measured using $e$-$p$ calibration data. Data points have the same meaning as those in Figure 3-35.
3.8.2 Detector Inefficiencies

The tracking efficiency is defined as the number of events for which at least one track is found, divided by the number of good events (for which we expect to have a real track). These events are required to be coincidence events passing cuts imposed on the $TC_{RAW}$ histogram and the Čerenkov and calorimeter detectors.

The tracking efficiency of the Electron arm VDCs is plotted versus the scattered electron energy in Figure 3-44. The tracking efficiency of the Hadron arm VDCs is plotted versus the recoil proton momentum in Figure 3-45. The VDCs were almost 100.0% efficient. No VDCs inefficiency correction was applied to the cross section.

![Graph showing efficiency versus scattered electron energy](image)

**Fig. 3-44:** Electron arm VDCs efficiency versus scattered electron energy.

About 2% of the events have misreconstructed angles, $\theta_{tra}$ and $\phi_{tra}$, and position, $x_{tra}$ and $y_{tra}$, in the VDCs (~1% in each arm) (see Figure 3-46 and Figure 3-47). The misreconstructed events were examined, and it was found that about half of them had more than 15 hits in at least one of the VDC’s four planes. For comparison, a typical “clean” event has on average ~5 hits per plane. The large number of extra hits causes the VDC software
to misreconstruct the events. These events are good events which pass coincidence and detector cuts and have only one track in each arm. Most likely the extra hits were produced by $\delta$-ray electrons which were produced by electrons or recoil nuclei passing through the VDCs. Another source of extra hits is photons produced in the avalanche in the VDC gas which causes nearby avalanches in the same plane. For the analysis of this experiment, no cuts on reconstructed angle or position quantities at the focal plane or at the target are needed. Consequently, the only effect this misreconstruction will have is the widening of the corrected coincidence time-of-flight and the energy ratio.

The Čerenkov inefficiency is defined as the number of events for which the sum of the gas Čerenkov ADC signals is less than 500 channels or greater than 8000 channels, divided by the number of coincidence events passing cuts imposed on the $TC_{COR}$ histogram and calorimeter detector. The upper cut (8000 channels) is needed because variables are initialized to a big number in the software.

The inefficiency of the gas Čerenkov in the electron arm is plotted versus the scattered
Fig. 3-46: Electron arm $\phi_{\text{tra}}$ versus $\theta_{\text{tra}}$. The events outside the high density of points are caused by misreconstruction in the VDC caused by many wires firing in the VDCs.

Fig. 3-47: Electron arm $y_{\text{tra}}$ versus $x_{\text{tra}}$. The events outside the high density of points are caused by misreconstruction in the VDC caused by many wires firing in the VDCs.
electron energy in Figure 3-48. Most of the inefficient events gave a sum of ADC signals less than 500 channels. A 0.4% gas Čerenkov inefficiency correction was applied to the cross sections, and a systematic uncertainty of 0.1% was assigned to this correction.

![Fig. 3-48: Electron arm Čerenkov inefficiency versus scattered electron energy.](image)

The calorimeter inefficiency is defined as the number of events for which the energy ratio is less than 0.50 for the backward running (0.65 for the forward running), divided by the number of coincidence events with cuts on the $TC_{COR}$ histogram and the Čerenkov detector.

The inefficiency of the Electron arm calorimeter is plotted versus the scattered electron energy in Figure 3-49. A 0.6% calorimeter inefficiency correction was applied to the backward cross sections, and a systematic uncertainty of 0.2% was assigned to this correction. A 1.0% calorimeter inefficiency correction was applied to the forward cross sections, and a systematic uncertainty of 0.2% was assigned to this correction. Fluctuation in the inefficiency is due to the fluctuation in the position of the energy ratio peak. When the peak is at less than 1 the inefficiency is higher. Table 3-4 summarizes the detectors inefficiency.
<table>
<thead>
<tr>
<th>Backward Runs Inefficiency</th>
<th>Forward Runs Inefficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDCs</td>
<td>0.0</td>
</tr>
<tr>
<td>Gas Čerenkov</td>
<td>0.4±0.1</td>
</tr>
<tr>
<td>Calorimeter</td>
<td>0.6±0.2</td>
</tr>
<tr>
<td>Total</td>
<td>1.0±0.3</td>
</tr>
</tbody>
</table>

Table 3-4: Detector inefficiency corrections ($C_{det}$).

3.8.3 Recoil Nuclear Interactions

A portion of the nuclei recoiling from elastic electron scattering interactions undergo further interaction along their way out of the target (both within the target fluid and within the aluminum walls of the target cell) or on their way through the scattering chamber and...
spectrometer windows. These interactions can cause the recoil nuclei to be absorbed or to deviate from their original path and to fail to reach the recoil detectors. To account for these losses, a correction (denoted as $C_{rmi}$) is applied to the measured cross sections. Note that this correction only takes into account recoil interactions in the target or spectrometer and scattering chamber windows. Recoil interactions within the scintillators are taken into account in the trigger inefficiency correction (Section 3.8.1). Recoil losses within the VDCs were very small ($\lesssim 0.1\%$). It was assumed, that once a proton or a deuteron interacted in any way in the target or windows, it was lost.

For hydrogen, the $C_{rmi}$ correction is a combination of two corrections: one that takes into account proton-proton interactions within the target fluid and one that takes into account proton-aluminum interactions within the target cell walls, the scattering chamber exit window and the spectrometer entrance window. The percentage of protons lost in each material was calculated using the nuclear collision length, $\lambda$, of nucleons in matter:

$$\lambda = \frac{A}{N_{av}\rho \sigma},$$

(3-18)

where $A$ and $\rho$ are, respectively, the atomic mass and density of the material, $N_{av}$ is Avogadro’s number and $\sigma$ is the cross section of the reaction in question. The proton-proton total cross sections, $\sigma_{pp}$, are from [36], while the proton-aluminum total cross section is approximated by:

$$\sigma_{p,Al} = A_{Al}^{2/3} \sigma_{pp},$$

(3-19)

where $A_{Al}^{2/3}$ is the cross sectional area of the nucleus. The fraction of interacting particles is given by $P_{int} = 1 - e^{-x/\lambda}$, where $x$ is the distance traveled by the proton in the material.

For deuterium, the $C_{rmi}$ correction takes into account deuteron-deuteron interactions within the target fluid and deuteron-aluminum interactions within the target cell walls, the
scattering chamber exit window and the spectrometer window. The correction is done as above for hydrogen, using the nuclear collision length. The deuteron-deuteron total cross section is approximated by \( \sigma_{dd} \approx 2(\sigma_{pp} + \sigma_{pn}) \), while the deuteron-aluminum total cross section is approximated by:

\[
\sigma_{dAl} = A_{Al}^{2/3} (\sigma_{pp} + \sigma_{pn}) ,
\]

where \( \sigma_{pp} \) and \( \sigma_{pn} \) are the proton-proton and neutron-proton total cross sections calculated at half the deuteron momentum.

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness cm</th>
<th>( C_{rni} )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target Fluid</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydrogen (Backward)</td>
<td>6.14-6.74</td>
<td>1.0065-1.0072</td>
</tr>
<tr>
<td>Hydrogen (Forward)</td>
<td>3.91-6.07</td>
<td>1.0046-1.0123</td>
</tr>
<tr>
<td>Deuterium (Backward)</td>
<td>7.23-7.32</td>
<td>1.0795-1.0511</td>
</tr>
<tr>
<td>Deuterium (Forward)</td>
<td>3.51-5.11</td>
<td>1.0241-1.0450</td>
</tr>
<tr>
<td><strong>Aluminum</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target cell sidewall (0.007 inch)</td>
<td>0.075</td>
<td>1.0010-1.0010</td>
</tr>
<tr>
<td>Scattering chamber exit window (0.016 inch)</td>
<td>0.075</td>
<td>1.0011-1.0019</td>
</tr>
<tr>
<td>Spectrometer entrance window (0.007 inch kapton)</td>
<td>0.075</td>
<td>1.0029-1.0042</td>
</tr>
<tr>
<td>Total Al</td>
<td>0.075</td>
<td>1.0023-1.0042</td>
</tr>
</tbody>
</table>

Table 3-5: Summary of the recoil nuclear interactions corrections. The thickness of the target fluid varies with the central angle of the HRSH. The 0.007 inch kapton at the HRS entrance is treated as aluminum because its effect is very small anyway. A systematic uncertainty of 25% of \( C_{rni} \) is assigned to this correction.

Table 3-5 summarizes the recoil nuclear interactions corrections for both hydrogen and
deuterium. A systematic uncertainty of 25% of the value of $C_{rni}$ is assigned to this correction. The proton-proton and neutron-proton total cross sections, $\sigma_{pp}$ and $\sigma_{pn}$, are calculated from a fit to the world data [36] shown in Figure 3-50. $\sigma_{pp}$ and $\sigma_{pn}$ are given by:

$$\sigma_{pp} = \left( 6.3467 \times 10^{-2} - 4.4204 \times 10^{-3} P_r + 1.2947 \times 10^{-4} P_r^2 \right. \left. - 1.9559 \times 10^{-4} P_r^3 + 1.6017 \times 10^{-4} P_r^4 - 6.7262 \times 10^{-3} P_r^5 \right. \left. + 1.1339 \times 10^3 \frac{P_r^6}{P_r^2} \right) \text{ mb}, \quad P_r < 1.5 \text{ GeV/c} ;$$

$$= \left( 52.56 - 2.64 P_r \right) \text{ mb}, \quad P_r \geq 1.5 \text{ GeV/c} , \quad (3-21)$$

$$\sigma_{pn} = \left( 2.9376 \times 10^{-2} - 7.2337 \times 10^{-2} P_r + 2.4383 \times 10^{-2} P_r^2 \right. \left. + 1.1494 \times 10^3 \frac{P_r^3}{P_r^2} - 1.6664 \times 10^3 P_r^4 + 9.8066 \times 10^2 P_r^5 \right. \left. - 2.7380 \times 10^2 \frac{P_r^6}{P_r^2} + 2.9913 \times 10^1 \frac{P_r^7}{P_r^2} \right) \text{ mb} , \quad (3-22)$$

where $P_r$ is the momentum of the recoil proton or half the momentum of the recoil deuteron.

3.8.4 Target Density Correction

With beam on, there is an additional current-dependent uncertainty in the target density due to local boiling. Several efforts were made to study the target density variation as a function of beam current [19]. For all of these tests, the beam spot size (raster size) was maintained at $\pm 1.7$ mm by $\pm 1.4$ mm ($x$ and $y$ dimensions, respectively). Figure 3-51 shows the results of the two boiling tests conducted on liquid hydrogen. Plotted is the analyzed yield (number of events, normalized to charge and corrected for dead time) versus the incident beam current. Both data sets have been normalized to their lowest current point. Both data sets agree within error bars (statistical) in the region of overlap. Hydrogen shows a significant boiling effect above $\sim 40$ $\mu$A. This does not affect appreciably our $H(e,e'p)$
Fig. 3-50: Proton-proton, proton-neutron, and proton-deuteron total cross sections versus the proton momentum. The data are from Reference [36].

calibration data because they were all taken at a beam current of 10 \( \mu \)A, where boiling effects are very small. Figure 3-52 shows the results of the two boiling tests conducted on liquid deuterium. The results of the deuterium boiling studies at high current are of importance because the majority of the data for the structure function measurements were taken at beam currents greater than 50 \( \mu \)A. Based on these boiling studies, a current-dependent density correction was applied for both hydrogen and deuterium data runs.

The target density change as a function of beam current was studied for both hydrogen and deuterium by monitoring the event rate as a function of current, from 10–120 \( \mu \)A. Hydrogen (deuterium) was found to exhibit a 5.0\% (2.5\%) density decrease at an incident beam current of 120 \( \mu \)A compared to its density at 10 \( \mu \)A. The density decrease was linear as a function of current. In the cross section calculations, a corrected density was used in place of the nominal target liquid density, \( \rho_0 \), parameterized as:

\[
\rho_p = \rho_0 (1 - 0.00042 \times I_{ave}) ,
\tag{3-23}
\]
Fig. 3-51: Normalized yield versus current for the 15 cm LH$_2$ target. Shown are data taken on 10/29/97 and 12/14/97.

Fig. 3-52: Normalized yield versus current for the 15 cm LD$_2$ target. Shown are data taken on 11/02/97 and 12/14/97.
for hydrogen, and:

\[ \rho_d = \rho_{0d}(1 - 0.00021 \times I_{\text{ave}}), \quad (3-24) \]

for deuterium, where \( I_{\text{ave}} \) is the average beam current in \( \mu \text{A} \).

An overall 1.0\% total systematic uncertainty was assigned to the effective target length due to uncertainties in target density resulting from uncertainties in equations of state, localized boiling, amounts of para \( \text{H}_2 \), target gas purity, and uncertainties in the target length due to uncertainties in thermal contraction and the position of the beam on the target (the target entrance and exit windows are concave).

3.9 Monte Carlo Simulation

To extract the deuteron elastic structure functions, we measured elastic electron-deuteron cross sections. To check our normalization, we also measured elastic electron-proton cross sections. The cross sections were measured by detecting the recoil nucleus (deuteron or proton) in coincidence with the electron. In a cross section determination, two quantities among others need special attention: the solid angle and radiative corrections. In a coincidence experiment, these two quantities are convoluted together. The solid angle depends on the individual acceptance of each spectrometer and on the particular kinematics of the measurement. The standard way to determine the convolution of these two quantities is using Monte Carlo techniques.

A Monte Carlo program [37] was used to model the double-arm solid angle and the focal plane event distributions for each of the elastic \( e-p \) and \( e-d \) kinematics of the experiment. The sequence of operations begins with the generation of an elastic electron-nucleus scattering event in the target. The \( z \) position of the event is generated using random numbers uniformly distributed over the target length \( L \). The \( x \) and \( y \) coordinates of the interaction vertex are generated taking into account the dimensions of the beam rastering. The electron
scattering angles, $\theta$ and $\phi$, are generated using random numbers uniformly distributed between predefined $\theta$ and $\phi$ limits, which are chosen to be larger than the angular acceptance of the electron spectrometer. The incident electron’s energy is modeled using a Gaussian distribution of random numbers around the central energy of the beam, with an energy spread of $10^{-4}$. The value of $E$ is corrected for ionization energy loss and radiation loss for passage through a length $z$ of target material. To end the event generation sequence, the scattered electron energy, the recoil particle momentum, and the recoil angles are calculated from elastic kinematics. All angles are corrected for multiple scattering in the target material.

The Monte Carlo simulation contains a realistic model of the two Hall A magnetic spectrometers. The particles can be transported through the spectrometers to the detectors in two ways. The first is by tracing each particle (ray) through a model of the spectrometer system. The second is by using TRANSPORT [21] matrix elements directly. TRANSPORT matrix elements are obtained by first ray-tracing a group of particles through the spectrometer. Then the matrix elements are obtained by a least squares fit to the initial and final coordinates of the particles. The matrix method uses less computer time than the ray-tracing method, but it requires an extensive study of the apertures of the system before it can be used.

For the ray-tracing method, information about each spectrometer element needs to be supplied. An element can be a magnetic element, such as a quadrupole or dipole, a drift length or an aperture. The information supplied for each magnet is its magnetic field and effective length. For the drifts, the drift distances are supplied, and for the apertures, their dimensions. Particles were traced through the three quadrupoles of the HRSE and HRSH using the ray-tracing method. Particles were stepped through the quadrupoles in 40 steps. At the end of each step, the coordinates of the particles with respect to the central ray were calculated using the Lorentz force equation. For the HRSE and HRSH dipoles, a
combination of the ray-tracing and the TRANSPORT matrix method was used to trace the particles. Particles were ray-traced through the magnetic field of the dipole in ten steps, using matrix elements to transfer the particles from one step to another. At the end of each step in every routine, particles were checked to see if they hit any apertures, which were assumed to be perfectly absorbing. This allowed for a clear picture of the acceptance-defining apertures, like the magnet pole faces or parts of the vacuum system, inside the spectrometers. Electron and recoil distributions were plotted for events which successfully made it to the detectors. Figure 3-53 shows a comparison between data and Monte Carlo predictions for the HRSE focal plane distributions. Figure 3-54 shows a comparison between data and Monte Carlo predictions for the HRSH focal plane distributions. The data are from a $H(e,e'p)$ calibration run for $e-d$ at $Q^2 = 5.90 \ (GeV/c)^2$, using the 15 cm hydrogen target, with an incident electron beam energy of 4.397 GeV. Both the electron and hadron distributions are described very well by the Monte Carlo, giving us confidence that the spectrometer and its apertures are well modeled.

3.9.0.1 Solid Angle

In this experiment, the scattered electron and recoil nucleus are detected in coincidence, so the double-arm solid angle is a convolution of the acceptances of the two spectrometers coupled together by elastic kinematics and radiative effects. This double-arm solid angle is used in the cross section determination ($\Delta \Omega_{MC}$ in Equation 3-32) and is determined from the Monte Carlo simulation used to model this experiment. It includes the effective elastic solid angle as well as the energy dependent portions of the radiative corrections. It is averaged over the target length $L$, the incident electron energy $E$ and the phase space of the incident beam. The computation of $\Delta \Omega_{MC}$ is described in detail in Reference [37] and summarized below.

For a given incident beam energy $E$ and scattering angle $\theta$, the double-arm solid angle
Fig. 3-53: Data versus Monte Carlo comparison. The solid line is the Monte Carlo prediction and the circles are HRSE data from a $H(e,e'p)$ calibration run for $e-d$ at $Q^2 = 5.90$ (GeV/c)$^2$, using the 15 cm hydrogen target, with an incident electron beam energy of 4.397 GeV.
Fig. 3-54: Data versus Monte Carlo comparison. The solid line is the Monte Carlo prediction and the circles are HRSH data from a $H(e,e'p)$ calibration run for $e-d$ at $Q^2 = 5.90 (\text{GeV}/c)^2$, using the 15 cm hydrogen target, with an incident electron beam energy of 4.397 GeV.
is given by the two dimensional integral:

$$\Delta \Omega_{MC} = \int \int C_{MC} \ g(E, \theta) \ f_{RC}(\Delta E', \Delta P_r) \ d\theta d\phi ,$$  \hspace{1cm} (3-25)

where $f_{RC}(\Delta E', \Delta P_r)$ represents the portion of the radiative corrections that depend upon the momentum acceptances $\Delta E'$ and $\Delta P_r$ of the electron and recoil spectrometers respectively. The integral is weighted by:

$$g(E, \theta) = \frac{\sigma(E, \theta)}{\sigma(E_0, \theta_0)} ,$$  \hspace{1cm} (3-26)

where $g(E, \theta)$ represents the shape of the unradiated elastic cross section $\sigma(E, \theta)$ normalized to unity at the central beam energy $E_0$ and central spectrometer angle $\theta_0$. $C_{MC}$ represents the corrections due to ionization loss and multiple scattering [37]. The two dimensional integral of Equation (3-25) is performed using standard Monte Carlo techniques: for $N_T$ trial points randomly and uniformly distributed over the target length, between $\theta_1$ and $\theta_2$ and $\phi_1 \leq \phi \leq \phi_2$, the integral is approximated by:

$$\int_{\theta_1}^{\theta_2} \int_{\phi_1}^{\phi_2} f(\theta, \phi) d\theta d\phi \simeq (\theta_2 - \theta_1)(\phi_2 - \phi_1) \frac{1}{N_T} \sum_{i=1}^{N_T} f(\theta_i, \phi_i) ,$$  \hspace{1cm} (3-27)

where $f(\theta, \phi) = C_{MC} \ g(E, \theta) \ f_{RC}(\Delta E', \Delta P_r)$.

In the Monte Carlo loop, the energy loss due to ionization, multiple scattering and electron radiation loss are applied to each trial event. In the case of a good event, where both the scattered electron and recoiling nucleus pass all the way through the modeled spectrometers to the detectors, $f(\theta, \phi) = g(E, \theta)$, otherwise $f(\theta, \phi) = 0$. A systematic uncertainty of 3.0% was assigned to the simulated double-arm solid angle.

3.10 Radiative Corrections

Radiation effects necessitate important corrections in the analysis of electron scattering experiments. Radiative processes may be grouped into two categories: internal radiation
and external radiation. Internal radiation occurs when the electron radiates real and virtual photons in the presence of the target nucleus involved in the elastic reaction (referred to as internal bremsstrahlung and vertex corrections, respectively). In external radiation, the electron radiates real and virtual photons in the presence of the Coulomb fields of nuclei other than the target nucleus (external bremsstrahlung).

The radiative corrections for this experiment are calculated within the Monte Carlo (Section 3.9) using the formalism of Reference [38]. The radiative corrections are accounted for by two factors. The first, $\Delta \Omega_{MC}$, was discussed in Section 3.9. The second, $F(Q^2, T)$ accounts for the change in the interaction vertex due to radiative effects. It is given by:

$$F(Q^2, T) = 1 + 0.5772 \, b \, T + \frac{2\alpha}{\pi} \left[ \frac{-14}{9} + \frac{13}{12} \ln \frac{Q^2}{m_e^2} \right]$$

$$- \frac{\alpha}{2\pi} \ln \frac{E}{E'} + \frac{\alpha}{\pi} \left[ \frac{1}{6} \pi^2 - \Phi(\cos^2 \theta) \right],$$

where $\Phi$ is the Spence function defined as:

$$\Phi(x) = \int_0^x -\ln \left| 1 - \frac{y}{x} \right| \, dy,$$

and $T$ is the total path length (in radiation lengths) that the electron traverses in the target before and after scattering. The factor $b$ is given by:

$$b = \frac{4}{3} \left[ 1 + \frac{1}{9} \left( \frac{Z + 1}{Z + \xi} \right) (\ln 183Z^{-1/3})^{-1} \right],$$

where $Z$ is the atomic number of the target material and $\xi$ is given by:

$$\xi = \frac{\ln 1440Z^{-2/3}}{\ln 183Z^{-1/3}}.$$
The $F(Q^2, T)$ values used in the cross section calculations (see Equation 3-32) are given in Appendix C. A systematic uncertainty of 1.5% was assigned to the radiative corrections.

3.11 Empty-Cell Subtraction

To estimate the contribution of the entrance and exit windows of the target cell to the measured cross sections, data were taken using the aluminum dummy targets. The $e$-$p$ calibration data for $B(Q^2)$ were taken at an electron scattering angle of $90.0^\circ$ using the 15 cm hydrogen cell. Under these conditions the target windows were outside the electron arm acceptance ($y_{tgt}$ acceptance is $\pm 5$ cm), so no contribution was expected. To check this, a run was taken using the 15 cm dummy and no coincidence events were detected. The $e$-$d$ production data for $B(Q^2)$ were taken using the 15 cm deuterium target with the attached collimator that covers the entrance and exit windows of the target cell, so there was no contribution from the windows.

The $e$-$p$ calibration data for $A(Q^2)$ were taken at forward electron scattering angles using the 15 cm hydrogen cell. Dummy target data were taken at each kinematical point with 25 $\mu$A beam current and the contribution was measured to be always <0.06%. Dummy target data were also taken at each $e$-$d$ $A(Q^2)$ kinematical point with 25 $\mu$A beam current. No coincidence events were ever detected.

3.12 Electron-Proton Elastic Cross Section Calibration

For each $A(Q^2)$ and $B(Q^2)$ kinematical point, a coincidence $e$-$p$ elastic cross section measurement was also made. The $e$-$p$ measurements calibrated our method of cross section determination, by comparing the measured $e$-$p$ elastic cross section to the existing world data [39]. The kinematics of the $e$-$p$ measurements were chosen so that the solid angle Jacobian matched that of the corresponding $e$-$d$ measurement for $A(Q^2)$. For $B(Q^2)$, to match exactly the Jacobians of $e$-$p$ and $e$-$d$ scattering, the electron arm should be at $\sim 110^\circ$-$120^\circ$. Since the hydrogen target was not equipped with a collimator to block scattered
electrons which pass through the cell block of the hydrogen cell, the \( e-p \) calibration data for \( B(Q^2) \) were all taken at an electron scattering angle of 90.0°. A complete list of the kinematics of this experiment is given in Appendix B. Elastic \( e-p \) data were taken both with and without the acceptance-defining collimators in front of the spectrometers for each \( A(Q^2) \) point. For the \( B(Q^2) \) points, the \( e-p \) data were taken with the acceptance-defining collimators in front of the spectrometers.

The elastic electron-proton cross sections were calculated using:

\[
\frac{d\sigma}{d\Omega} = \frac{N_{ep}C_{eff}}{N_i N_t (\Delta\Omega)_{MC} F(Q^2, T)},
\]

(3-32)

where:

- \( N_{ep} \) is the number of double-arm elastic \( e-p \) events extracted from the analysis.
- \( N_i \) is the number of incident electrons.
- \( N_t \) is the number of target nuclei (in units of nuclei/cm\(^2\)) corrected for target boiling (Section 3.8.4).
- \( (\Delta\Omega)_{MC} \) is the effective double-arm solid angle from the Monte Carlo simulation (Section 3.9).
- \( F(Q^2, T) \) is the portion of radiative corrections that depend only on \( Q^2 \) and \( T \). This factor is calculated by the Monte Carlo simulation. The radiative corrections that depend on the momentum acceptances of the spectrometers are included in the double-arm solid angle calculation (Section 3.10).
- \( C_{eff} = C_{det}C_{trig}C_{cdt}C_{rmi} \) represents the corrections for detector (Čerenkov and calorimeter) inefficiency (\( C_{det} \)), trigger inefficiency (\( C_{trig} \)), computer dead time (\( C_{cdt} \)) and
losses of recoil nuclei due to nuclear interactions \((C_{rni})\). These corrections were discussed in detail in Section 3.8. The computer dead time correction was discussed in Section 2.8.4.

<table>
<thead>
<tr>
<th>(E) (GeV)</th>
<th>(\overline{Q}^2) (GeV/c)^2</th>
<th>(\overline{\theta}) (deg)</th>
<th>(\frac{d\sigma}{d\Omega}) (cm^2/sr)</th>
<th>Total Error</th>
<th>Ratio to Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5392</td>
<td>0.366</td>
<td>90.02</td>
<td>1.404\times10^{-32}</td>
<td>3.8</td>
<td>0.990</td>
</tr>
<tr>
<td>0.5980</td>
<td>0.433</td>
<td>90.01</td>
<td>9.975\times10^{-33}</td>
<td>3.8</td>
<td>1.020</td>
</tr>
<tr>
<td>0.6542</td>
<td>0.500</td>
<td>89.99</td>
<td>6.927\times10^{-33}</td>
<td>3.8</td>
<td>0.995</td>
</tr>
<tr>
<td>0.7081</td>
<td>0.567</td>
<td>90.01</td>
<td>5.238\times10^{-33}</td>
<td>3.9</td>
<td>1.032</td>
</tr>
<tr>
<td>0.7605</td>
<td>0.634</td>
<td>90.01</td>
<td>4.011\times10^{-33}</td>
<td>3.9</td>
<td>1.061</td>
</tr>
<tr>
<td>0.8112</td>
<td>0.701</td>
<td>90.01</td>
<td>2.949\times10^{-33}</td>
<td>3.9</td>
<td>1.029</td>
</tr>
</tbody>
</table>

Table 3-6: Measured elastic \(e-p\) cross sections for \(B(Q^2)\) kinematics. \(E\) is the corrected accelerator beam energy. \(\overline{Q}^2\) and \(\overline{\theta}\) are from the Monte Carlo simulation where the variation of the cross section over the acceptance is taken into account. The model uses the dipole formula and assumes form factor scaling.

A complete list of the quantities used to calculate the \(e-p\) cross sections is given in Appendix C. The cross sections are reported at the average \(Q^2\) and \(\theta\) values, \(\overline{Q}^2\) and \(\overline{\theta}\), as determined by the Monte Carlo simulation. These values are weighted by an \(e-p\) elastic cross section model. The double-arm solid angle includes a multiplicative factor to account for the difference between the weighted average cross section and the cross section at the \(\overline{Q}^2\) and \(\overline{\theta}\) values. This factor is 1.001 (1.015), on average, for the 90° backward (forward) \(e-p\) kinematics. Tables 3-6 and 3-7 and Figures 3-55 and 3-56 show our measured \(e-p\) elastic cross sections (for the kinematics of the \(B(Q^2)\) and \(A(Q^2)\) measurements) divided by the Rosenbluth formula prediction using the dipole formula for the proton electric form factor.
Fig. 3-55: Measured elastic $e-p$ cross sections for the $B(Q^2)$ kinematics divided by the Rosenbluth formula prediction using the dipole formula and assuming form factor scaling. Also shown are the world data [39].

Fig. 3-56: Measured elastic $e-p$ cross sections for the $A(Q^2)$ kinematics divided by the Rosenbluth formula prediction using the dipole formula and assuming form factor scaling. Also shown are the world data [39]. Cross sections shown are for the “oo” collimator configuration.
<table>
<thead>
<tr>
<th>$E$ (GeV)</th>
<th>Collimator Configuration</th>
<th>$Q^2$ (GeV/c)$^2$</th>
<th>$\theta$ (deg)</th>
<th>$\frac{d\sigma}{d\Omega}$ (cm$^2$/sr)</th>
<th>Total Error (%)</th>
<th>Ratio to Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.227</td>
<td>ii</td>
<td>0.803</td>
<td>17.20</td>
<td>9.296×10$^{-32}$</td>
<td>4.1</td>
<td>0.964</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.803</td>
<td>17.19</td>
<td>9.850×10$^{-32}$</td>
<td>4.1</td>
<td>1.020</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>0.894</td>
<td>18.31</td>
<td>6.114×10$^{-32}$</td>
<td>4.1</td>
<td>0.991</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.892</td>
<td>18.29</td>
<td>6.485×10$^{-32}$</td>
<td>4.1</td>
<td>1.041</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>0.979</td>
<td>19.34</td>
<td>4.110×10$^{-32}$</td>
<td>4.1</td>
<td>0.987</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.977</td>
<td>19.31</td>
<td>4.369×10$^{-32}$</td>
<td>4.1</td>
<td>1.039</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1.061</td>
<td>20.31</td>
<td>2.898×10$^{-32}$</td>
<td>4.1</td>
<td>0.994</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>1.058</td>
<td>20.27</td>
<td>3.064×10$^{-32}$</td>
<td>4.1</td>
<td>1.038</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1.139</td>
<td>21.22</td>
<td>2.117×10$^{-32}$</td>
<td>4.1</td>
<td>1.004</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>1.136</td>
<td>21.18</td>
<td>2.241×10$^{-32}$</td>
<td>4.1</td>
<td>1.050</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1.216</td>
<td>22.11</td>
<td>1.565×10$^{-32}$</td>
<td>4.1</td>
<td>1.008</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>1.211</td>
<td>22.04</td>
<td>1.685×10$^{-32}$</td>
<td>4.1</td>
<td>1.063</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1.338</td>
<td>23.51</td>
<td>1.012×10$^{-32}$</td>
<td>4.1</td>
<td>1.033</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1.463</td>
<td>24.93</td>
<td>6.521×10$^{-33}$</td>
<td>4.1</td>
<td>1.037</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>1.453</td>
<td>24.81</td>
<td>6.787×10$^{-33}$</td>
<td>4.1</td>
<td>1.042</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1.764</td>
<td>28.39</td>
<td>2.503×10$^{-33}$</td>
<td>4.1</td>
<td>1.063</td>
</tr>
<tr>
<td>3.725</td>
<td>ii</td>
<td>2.203</td>
<td>25.41</td>
<td>1.383×10$^{-33}$</td>
<td>4.2</td>
<td>1.028</td>
</tr>
<tr>
<td>3.725</td>
<td>oo</td>
<td>2.193</td>
<td>25.31</td>
<td>1.459×10$^{-33}$</td>
<td>4.2</td>
<td>1.056</td>
</tr>
<tr>
<td>3.729</td>
<td>ii</td>
<td>2.352</td>
<td>29.38</td>
<td>7.516×10$^{-34}$</td>
<td>4.1</td>
<td>1.040</td>
</tr>
<tr>
<td>3.729</td>
<td>oo</td>
<td>2.342</td>
<td>29.27</td>
<td>7.941×10$^{-34}$</td>
<td>4.1</td>
<td>1.070</td>
</tr>
<tr>
<td>3.729</td>
<td>ii</td>
<td>2.593</td>
<td>31.70</td>
<td>4.241×10$^{-34}$</td>
<td>4.1</td>
<td>1.054</td>
</tr>
<tr>
<td>3.729</td>
<td>oo</td>
<td>2.579</td>
<td>31.55</td>
<td>4.492×10$^{-34}$</td>
<td>4.1</td>
<td>1.079</td>
</tr>
<tr>
<td>4.022</td>
<td>ii</td>
<td>2.860</td>
<td>31.05</td>
<td>3.029×10$^{-34}$</td>
<td>4.1</td>
<td>1.066</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>2.846</td>
<td>30.92</td>
<td>3.156×10$^{-34}$</td>
<td>4.1</td>
<td>1.077</td>
</tr>
<tr>
<td>4.022</td>
<td>ii</td>
<td>3.080</td>
<td>33.06</td>
<td>1.792×10$^{-34}$</td>
<td>4.1</td>
<td>1.014</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>3.074</td>
<td>33.00</td>
<td>1.962×10$^{-34}$</td>
<td>4.1</td>
<td>1.096</td>
</tr>
</tbody>
</table>
Table 3-7: Measured elastic $e$-$p$ cross sections for $A(Q^2)$ kinematics. $E$ is the corrected accelerator beam energy. "ii" indicates that data were taken with the acceptance-defining collimators in front of the spectrometers. "oo" indicates that data were taken without the acceptance-defining collimators in front of the spectrometers. $\overline{Q^2}$ and $\overline{\theta}$ are from the Monte Carlo simulation where the variation of the cross section over the acceptance is taken into account.

\[
G_p^E(Q^2) = \frac{1}{(1 + Q^2/0.71)^2},
\]

(3-33)

(with $Q^2$ in units of $(\text{GeV}/c)^2$) and assuming form factor scaling for the proton magnetic form factor $G_M^p(Q^2)$:

\[
G_M^p(Q^2) = \mu_p G_E^p(Q^2),
\]

(3-34)

where $\mu_p$ is the magnetic moment of the proton. The cross section for elastic electron-proton scattering is given in term of the proton form factors by:

\[
\frac{d\sigma}{d\Omega} = \sigma_M \left[ \frac{G_E^2(Q^2) + \tau G_M^2(Q^2)}{1 + \tau} + 2\tau G_M^2(Q^2) \tan^2(\theta/2) \right],
\]

(3-35)

where $\tau = \frac{Q^2}{4M_p^2}$. For the $B(Q^2)$ kinematics, the $e$-$p$ calibration data were found to agree with the world data [39]. For the $A(Q^2)$ kinematics, the $e$-$p$ calibration data taken without
the acceptance-defining collimators were found to agree with the world data [39]. The $e-p$ calibration data taken with the acceptance-defining collimators were found to be 3.8% lower, on average, than the ones taken without the acceptance-defining collimators. Therefore, all elastic electron-deuteron cross section data (for the $A(Q^2)$ measurements) taken with the acceptance-defining collimators have been increased by 3.8%. The statistical error of all $e-p$ elastic cross sections is much less than 1%. Table 3-8 summarizes the systematic uncertainties for the elastic $e-p$ cross sections as determined in the sections given in the table.

<table>
<thead>
<tr>
<th>Source</th>
<th>Magnitude</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam charge</td>
<td>1.2%</td>
<td>3.3</td>
</tr>
<tr>
<td>Scattering angle</td>
<td>0.1-0.7%</td>
<td>2.6</td>
</tr>
<tr>
<td>Beam energy</td>
<td>0.7-1.7%</td>
<td>3.4</td>
</tr>
<tr>
<td>Target effective length</td>
<td>1.0%</td>
<td>3.8.4</td>
</tr>
<tr>
<td>Double-arm solid angle</td>
<td>3.0%</td>
<td>3.9</td>
</tr>
<tr>
<td>Radiative corrections</td>
<td>1.5%</td>
<td>3.10</td>
</tr>
<tr>
<td>Trigger inefficiency ($C_{\text{trig}}$)</td>
<td>0.5%</td>
<td>3.8.1</td>
</tr>
<tr>
<td>Detector inefficiencies ($C_{\text{det}}$)</td>
<td>0.3%</td>
<td>3.8.2</td>
</tr>
<tr>
<td>Recoil nuclear interactions ($C_{\text{rni}}$)</td>
<td>0.1-0.4%</td>
<td>3.8.3</td>
</tr>
<tr>
<td>Total</td>
<td>3.8-4.1%</td>
<td></td>
</tr>
</tbody>
</table>

Table 3-8: Systematic uncertainties of the measured $e-p$ elastic cross sections.
Chapter 4

Results

4.1 Electron-Deuteron Elastic Cross Sections

The cross section for elastic electron-deuteron scattering was calculated using:

\[
\frac{d\sigma}{d\Omega} = \frac{N_{ed} C_{eff}}{N_i N_t (\Delta \Omega)_{MC} F(Q^2, T)},
\]  

(4-1)

where \(N_{ed}\) is the number of double-arm elastic e-d events extracted from the analysis and all other quantities are as in Equation 3-32. A complete list of the quantities used in calculating the e-d cross sections is given in Appendix C. The cross sections are reported at the average \(Q^2\) and \(\theta\) values, \(\overline{Q^2}\) and \(\overline{\theta}\), as determined by the Monte Carlo simulation. These values are weighted by an e-d elastic cross section model. The double-arm solid angle includes a multiplicative factor to account for the difference between the weighted average cross section and the cross section at the \(\overline{Q^2}\) and \(\overline{\theta}\) values. This factor is 1.005 (1.035), on average, for the 144.5° backward (forward) e-d kinematics. Figures 4-1 and 4-2 show the corrected coincidence time-of-flight for a few representative kinematical points. The number of double-arm elastic e-d events was determined from the time-of-flight peaks. The 12 events detected at \(Q^2 = 5.90\) (GeV/c)² with beam energy of 4.397 GeV are shown in the correlation histogram of the Hadron and Electron arm relative momenta (Figure 4-3). It took a week of beam time with a total charge of 19.2 C to collect these 12 events.

The measured e-d cross sections for each of our kinematics is shown in Tables 4-1 and 4-2, along with their statistical and systematic errors. As discussed in section 3.12, the elastic electron-deuteron cross section data (for the \(A(Q^2)\) measurements) taken with the acceptance-defining collimators have been increased by 3.8%. A breakdown of the
Fig. 4-1: The corrected $e-d$ coincidence time-of-flight spectra for all $B(Q^2)$ kinematics. The calorimeter and Čerenkov cuts have been applied.
Fig. 4-2: The corrected $e-d$ coincidence time-of-flight spectra for selected $A(Q^2)$ kinematics. The calorimeter and Čerenkov cuts have been applied.
systematic errors is shown in Table 4-3. The total systematic error has been estimated to be 4.5-5.5% and is dominated by the 3.0% uncertainty in the double-arm solid angle.

4.2 Rosenbluth Separation of $A(Q^2)$ and $B(Q^2)$ at Low $Q^2$

At low $Q^2$, $A(Q^2)$ and $B(Q^2)$ were extracted from the data using the Rosenbluth separation technique. This technique involves a measurement of the elastic $e-d$ cross section at two different angles (one forward, one backward) while keeping the momentum transfer fixed. At forward angles, the contribution from the electric structure function to the cross section dominates, while at backward angles, the contribution from the magnetic structure function to the cross section is enhanced because of the $\tan^2(\theta/2)$ factor in the Rosenbluth formula.

To do the Rosenbluth separation, the two cross sections measured at the same momentum transfer were combined to yield, in effect, two equations with two unknowns:
\begin{table}[h]
\centering
\begin{tabular}{cccccccc}
\hline
\( E \) & \( \overline{Q}^2 \) & \( \bar{\theta} \) & \( \frac{d\sigma}{d\Omega} \) & Statistical Error & Systematic Error & Total Error \\
\hline
GeV & (GeV/c)^2 & deg. & cm\(^2\)/sr & \% & \% & \% \\
\hline
0.5392 & 0.684 & 144.55 & 8.00 \times 10^{-37} & 2.3 & 4.7 & 5.2 \\
0.5980 & 0.813 & 144.55 & 3.20 \times 10^{-37} & 1.4 & 4.6 & 4.8 \\
0.6542 & 0.941 & 144.53 & 1.48 \times 10^{-37} & 2.1 & 4.5 & 5.0 \\
0.7081 & 1.069 & 144.52 & 6.33 \times 10^{-38} & 2.1 & 4.5 & 5.0 \\
0.7605 & 1.197 & 144.52 & 3.45 \times 10^{-38} & 2.1 & 4.5 & 5.0 \\
0.8112 & 1.325 & 144.51 & 1.84 \times 10^{-38} & 2.1 & 4.6 & 5.1 \\
\hline
\end{tabular}
\caption{Measured elastic e-d cross sections for the 6 kinematical points for the \( B(Q^2) \) extraction. \( E \) is the corrected accelerator beam energy. \( \overline{Q}^2 \) and \( \bar{\theta} \) are from the Monte Carlo simulation where the variation of the cross section over the acceptance is taken into account.}
\end{table}

\[
\sigma_F = A(Q^2) + B(Q^2) \tan^2(\theta_F/2),
\]

and

\[
\sigma_B = A(Q^2) + B(Q^2) \tan^2(\theta_B/2),
\]

where \( \sigma_F \) and \( \sigma_B \) are the forward and backward angle cross section measurements, taken at the same \( Q^2 \), normalized to their respective Mott cross section values. Since the forward cross sections were taken at slightly different \( Q^2 \) values, they were adjusted to the \( Q^2 \) values of the backward cross sections.

Equations 4-2 and 4-3 were solved simultaneously at six different values of \( Q^2 \) to extract \( A(Q^2) \) and \( B(Q^2) \). The resulting \( A(Q^2) \) error is the statistical and systematic error from Table 4-2 added in quadrature. The statistical error on \( B(Q^2) \) is calculated from Equations 4-2 and 4-3 taking into account the statistical errors of \( \sigma_F \) and \( \sigma_B \). The relative systematic error between the forward and backward cross sections is estimated to be 3.0\%.
<table>
<thead>
<tr>
<th>$E$ (GeV)</th>
<th>Collimator Configuration</th>
<th>$\overline{Q}^2$ (GeV/$c^2$)</th>
<th>$\overline{\theta}$ (deg.)</th>
<th>$\frac{d\sigma}{d\Omega}$ (cm$^2$/sr)</th>
<th>Statistical Error %</th>
<th>Systematic Error %</th>
<th>Total Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.685</td>
<td>15.22</td>
<td>$3.99 \times 10^{-34}$</td>
<td>0.8</td>
<td>4.5</td>
<td>4.6</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.811</td>
<td>16.66</td>
<td>$1.62 \times 10^{-34}$</td>
<td>0.7</td>
<td>4.6</td>
<td>4.7</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.938</td>
<td>18.02</td>
<td>$7.43 \times 10^{-35}$</td>
<td>1.0</td>
<td>4.6</td>
<td>4.7</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>1.063</td>
<td>19.31</td>
<td>$3.67 \times 10^{-35}$</td>
<td>0.8</td>
<td>4.7</td>
<td>4.8</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>1.188</td>
<td>20.55</td>
<td>$1.98 \times 10^{-35}$</td>
<td>0.9</td>
<td>4.7</td>
<td>4.8</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1.314</td>
<td>21.75</td>
<td>$1.01 \times 10^{-35}$</td>
<td>0.8</td>
<td>4.8</td>
<td>4.9</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1.53</td>
<td>23.76</td>
<td>$3.65 \times 10^{-36}$</td>
<td>1.5</td>
<td>4.9</td>
<td>5.1</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1.76</td>
<td>25.79</td>
<td>$1.40 \times 10^{-36}$</td>
<td>1.3</td>
<td>5.0</td>
<td>5.2</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>2.35</td>
<td>30.82</td>
<td>$1.34 \times 10^{-37}$</td>
<td>2.4</td>
<td>5.1</td>
<td>5.6</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>3.01</td>
<td>27.96</td>
<td>$2.38 \times 10^{-38}$</td>
<td>5.1</td>
<td>5.5</td>
<td>7.5</td>
</tr>
<tr>
<td>3.725</td>
<td>oo</td>
<td>3.41</td>
<td>33.25</td>
<td>$5.32 \times 10^{-39}$</td>
<td>6.3</td>
<td>5.4</td>
<td>8.3</td>
</tr>
<tr>
<td>3.729</td>
<td>oo</td>
<td>3.92</td>
<td>36.61</td>
<td>$1.37 \times 10^{-39}$</td>
<td>9.6</td>
<td>5.4</td>
<td>11.0</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>4.40</td>
<td>36.24</td>
<td>$5.00 \times 10^{-40}$</td>
<td>14.1</td>
<td>5.3</td>
<td>15.1</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>4.91</td>
<td>39.32</td>
<td>$1.25 \times 10^{-40}$</td>
<td>16.9</td>
<td>5.2</td>
<td>17.7</td>
</tr>
<tr>
<td>4.399</td>
<td>oo</td>
<td>5.30</td>
<td>37.18</td>
<td>$4.51 \times 10^{-41}$</td>
<td>30.2</td>
<td>5.1</td>
<td>30.6</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>5.30</td>
<td>41.82</td>
<td>$4.57 \times 10^{-41}$</td>
<td>28.9</td>
<td>5.1</td>
<td>29.3</td>
</tr>
<tr>
<td>4.397</td>
<td>oo</td>
<td>5.90</td>
<td>40.47</td>
<td>$3.55 \times 10^{-41}$</td>
<td>28.9</td>
<td>4.9</td>
<td>29.3</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>5.90</td>
<td>45.74</td>
<td>$8.13 \times 10^{-42}$</td>
<td>100.0</td>
<td>4.8</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 4-2: Measured elastic $e-d$ cross sections for the 18 kinematical points for the $A(Q^2)$ extraction. $E$ is the corrected accelerator beam energy. “ii” indicates that data were taken with the acceptance-defining collimators in front of the spectrometers. “oo” indicates that data were taken without the acceptance-defining collimators in front of the spectrometers. $\overline{Q}^2$ and $\overline{\theta}$ are from the Monte Carlo simulation where the variation of the cross section over the acceptance is taken into account.
### Table 4-3: Systematic uncertainties of the measured $e-d$ elastic cross sections.

<table>
<thead>
<tr>
<th>Source</th>
<th>Magnitude</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam charge</td>
<td>1.2%</td>
<td>3.3</td>
</tr>
<tr>
<td>Scattering angle</td>
<td>0.1-0.9%</td>
<td>2.6</td>
</tr>
<tr>
<td>Beam energy</td>
<td>1.7-3.8%</td>
<td>3.4</td>
</tr>
<tr>
<td>Target effective length</td>
<td>1.0%</td>
<td>3.8.4</td>
</tr>
<tr>
<td>Double-arm solid angle</td>
<td>3.0%</td>
<td>3.9</td>
</tr>
<tr>
<td>Radiative corrections</td>
<td>1.5%</td>
<td>3.10</td>
</tr>
<tr>
<td>Trigger inefficiency ($C_{\text{trig}}$)</td>
<td>0.8%</td>
<td>3.8.1</td>
</tr>
<tr>
<td>Detector inefficiencies ($C_{\text{det}}$)</td>
<td>0.3%</td>
<td>3.8.2</td>
</tr>
<tr>
<td>Recoil nuclear interactions ($C_{\text{rni}}$)</td>
<td>0.7-2.1%</td>
<td>3.8.3</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>4.5-5.5%</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4-4: Breakdown of relative systematic errors between the backward and forward elastic $e-d$ cross section measurements.

<table>
<thead>
<tr>
<th>Source</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam charge</td>
<td>1.0%</td>
</tr>
<tr>
<td>Scattering angle</td>
<td>0.5%</td>
</tr>
<tr>
<td>Beam energy</td>
<td>2.0%</td>
</tr>
<tr>
<td>Target effective length</td>
<td>0.5%</td>
</tr>
<tr>
<td>Double-arm solid angle</td>
<td>1.5%</td>
</tr>
<tr>
<td>Radiative corrections</td>
<td>0.5%</td>
</tr>
<tr>
<td>Trigger inefficiency</td>
<td>0.2%</td>
</tr>
<tr>
<td>Detector inefficiencies</td>
<td>0.1%</td>
</tr>
<tr>
<td>Recoil nuclear interactions</td>
<td>1.0%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>3.0%</td>
</tr>
</tbody>
</table>
Chapter 4: Results

A breakdown of the relative systematic error is given in Table 4-4. An overall systematic error shared by both cross sections does not contribute to $B(Q^2)$ since $B(Q^2)$ is the slope in the Rosenbluth separation (see Figure 4-4). The systematic error on $B(Q^2)$ is then the relative systematic error multiplied by $A(Q^2)/(B(Q^2) \tan^2(144.5^\circ/2))$. Table 4-5 lists the extracted values of $A(Q^2)$ and $B(Q^2)$, along with their statistical and systematic errors added in quadrature.

Figure 4-5 shows the $A(Q^2)$ results (solid circles), along with the previous data from SLAC [1], Saclay [5], Bonn [7] and CEA [6]. Also shown, are the recent $A(Q^2)$ data, in the $Q^2$ range from 0.7 to 1.8 (GeV/c)$^2$, from JLab Hall C [40]. As seen in the figure, our results agree with the previous SLAC [1] and Saclay [5] measurements and are significantly higher than the Bonn [7] and CEA [6] data in the region of overlap, resolving the discrepancy that existed among the low-$Q^2$ data sets. The $B(Q^2)$ results are shown in Figure 4-6 (solid circles) along with the existing data from SLAC [2], Saclay [8] and Bonn [7]. It is evident that our, much improved, magnetic structure function results are in good agreement with...
Table 4-5: Table of the extracted $A(Q^2)$ and $B(Q^2)$ values from the Rosenbluth separation.

<table>
<thead>
<tr>
<th>$Q^2$ (GeV/c)$^2$</th>
<th>$A(Q^2)$</th>
<th>Total Error %</th>
<th>$B(Q^2)$</th>
<th>Statistical Error %</th>
<th>Systematic Error %</th>
<th>Total Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.684</td>
<td>2.64×10$^{-4}$</td>
<td>4.6</td>
<td>3.37×10$^{-5}$</td>
<td>4.2</td>
<td>2.4</td>
<td>4.8</td>
</tr>
<tr>
<td>0.813</td>
<td>1.55×10$^{-4}$</td>
<td>4.7</td>
<td>1.53×10$^{-5}$</td>
<td>2.9</td>
<td>3.1</td>
<td>4.3</td>
</tr>
<tr>
<td>0.941</td>
<td>9.84×10$^{-5}$</td>
<td>4.7</td>
<td>7.70×10$^{-6}$</td>
<td>4.9</td>
<td>3.9</td>
<td>6.3</td>
</tr>
<tr>
<td>1.069</td>
<td>6.46×10$^{-5}$</td>
<td>4.8</td>
<td>2.60×10$^{-6}$</td>
<td>7.7</td>
<td>7.7</td>
<td>10.9</td>
</tr>
<tr>
<td>1.197</td>
<td>4.50×10$^{-5}$</td>
<td>4.8</td>
<td>1.35×10$^{-6}$</td>
<td>9.7</td>
<td>10.3</td>
<td>14.1</td>
</tr>
<tr>
<td>1.325</td>
<td>2.92×10$^{-5}$</td>
<td>4.9</td>
<td>7.28×10$^{-7}$</td>
<td>11.5</td>
<td>12.3</td>
<td>16.8</td>
</tr>
</tbody>
</table>

the previous data in the region of overlap.

4.3 $A(Q^2)$ at Large $Q^2$

At large $Q^2$, $A(Q^2)$ was extracted from the measured cross sections shown in Table 4-2 using the Rosenbluth formula:

$$\frac{d\sigma}{d\Omega} = \sigma_M[A(Q^2) + B(Q^2) \tan^2(\theta/2)], \quad (4-4)$$

and assuming that $B(Q^2)$ does not contribute. This assumption is supported by the existing $B(Q^2)$ data ([2], [8], [7]) which are shown in Figure 1-6 together with the existing $A(Q^2)$ data ([1], [5], [7], [6]). As seen in the figure, $B(Q^2)$ is always at least a factor of 10 lower than $A(Q^2)$. The contribution of $B(Q^2)$ to the measured cross section is further reduced by the $\tan^2(\theta/2)$ factor of the Rosenbluth formula.

The extracted values of $A(Q^2)$ are shown in Table 4-6. For each of the last two $Q^2$ points, data were taken with two different beam energies. For each point, the $A(Q^2)$ value reported is the weighted average of the two measurements. The weighting factor is the product of the Mott cross section for each beam energy times the accumulated total charge.

Figure 4-7 shows all the $A(Q^2)$ results from this experiment (solid circles), along with
Fig. 4-5: JLab Hall A $A(Q^2)$ measurements up to $Q^2 = 1.5$ (GeV/c)$^2$ along with previous measurements from SLAC [1], Saclay [5], Bonn [7], CEA [6] and JLab Hall C [40].

Fig. 4-6: JLab Hall A $B(Q^2)$ measurements up to $Q^2 = 1.5$ (GeV/c)$^2$ along with previous measurements from SLAC [2], Saclay [8] and Bonn [7].
Table 4-6: Table of extracted $A(Q^2)$ values at large $Q^2$. The total error represents the statistical and systematic uncertainties added in quadrature.

<table>
<thead>
<tr>
<th>$\overline{Q^2}$ (GeV/c)$^2$</th>
<th>$A(Q^2)$</th>
<th>Total Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.53</td>
<td>$1.57 \times 10^{-5}$</td>
<td>5.1%</td>
</tr>
<tr>
<td>1.76</td>
<td>$8.52 \times 10^{-6}$</td>
<td>5.2%</td>
</tr>
<tr>
<td>2.35</td>
<td>$1.78 \times 10^{-6}$</td>
<td>5.6%</td>
</tr>
<tr>
<td>3.01</td>
<td>$3.34 \times 10^{-7}$</td>
<td>7.5%</td>
</tr>
<tr>
<td>3.41</td>
<td>$1.37 \times 10^{-7}$</td>
<td>8.3%</td>
</tr>
<tr>
<td>3.92</td>
<td>$5.49 \times 10^{-8}$</td>
<td>11.0%</td>
</tr>
<tr>
<td>4.40</td>
<td>$2.27 \times 10^{-8}$</td>
<td>15.1%</td>
</tr>
<tr>
<td>4.91</td>
<td>$8.30 \times 10^{-9}$</td>
<td>17.7%</td>
</tr>
<tr>
<td>5.30</td>
<td>$3.37 \times 10^{-9}$</td>
<td>21.5%</td>
</tr>
<tr>
<td>5.90</td>
<td>$2.86 \times 10^{-9}$</td>
<td>28.2%</td>
</tr>
</tbody>
</table>

Fig. 4-7: JLab Hall A $A(Q^2)$ measurements up to $Q^2 = 6$ (GeV/c)$^2$ along with previous measurements from SLAC [1], Saclay [5], Bonn [7], CEA [6] and JLab Hall C [40].
the previous data from SLAC [1], Saclay [5], Bonn [7] and CEA [6]. Also shown, are the recent $A(Q^2)$ data, in the $Q^2$ range from 0.7 to 1.8 (GeV/c)$^2$, from JLab Hall C [40]. Our data agree with the previous SLAC data [1] and continue the fall off smoothly with $Q^2$, showing no evidence of any diffractive structure.
Chapter 5

Theoretical Overview

5.1 Introduction

In this chapter, a comprehensive survey of the theoretical approaches used to describe the deuteron elastic structure functions will be presented. These approaches can be categorized in two main approaches: the “conventional” meson-nucleon approach and the quark-gluon approach.

The deuteron elastic structure functions, $A(Q^2)$ and $B(Q^2)$, can be calculated in terms of the non-relativistic (NRIA) and relativistic impulse approximations (RIA), both with and without the inclusion of meson-exchange currents (MEC). This approach views the deuteron as a collection of interacting nucleons and mesons. At large momentum transfers, explicit quark and gluon degrees of freedom are expected to play an important role. At sufficiently large momentum transfer, the $Q^2$ evolution of the elastic structure functions can be calculated in both the quark dimensional scaling model and in perturbative quantum chromodynamics (pQCD). In the following sections, a summary of the theoretical descriptions of the deuteron elastic structure functions, as well as a comparison to the present and previous experimental data will be presented.

5.2 Non-Relativistic Impulse Approximation

The non-relativistic impulse approximation, in which the virtual photon interacts with one of the nucleons and leaves the other as spectator as shown in Figure 5-1(a), is the traditional approach for the calculation of the deuteron form factors as the sum of scattering off the moving proton and neutron. In the NRIA the standard parameterization of the
Fig. 5-1: (a): The ordinary impulse approximation for elastic $e-d$ scattering. Meson-exchange current corrections with the photon insertion on a nucleon line: (b) the pair graph, (c) the recoil graph, (d) the re-normalization graph. Graphs of type (c) and (d) are collectively called retardation graphs. Meson-exchange current correction with photon insertion on meson(s): (e) has the same meson on both sides of the insertion, (f) and (g) have different mesons. Only (g) can contribute to $e-d$ elastic scattering because of G-parity conservation. (h) Isobar contributions.
electromagnetic form factors of the deuteron in terms of the electromagnetic form factors of the nucleons and the deuteron wave function has the form [41]:

\[
F_C = G_E^SC_E, \\
F_Q = G_E^SC_Q, \\
F_M = \frac{M_d}{M_p}(G_M^SC_S + \frac{1}{2}G_E^SC_L), \tag{5-1}
\]

where \(G_E^S\) and \(G_M^S\) are the isoscalar electric and magnetic form factors of the nucleon:

\[
G_E^S = G_E^p + G_E^n, \\
G_M^S = G_M^p + G_M^n, \tag{5-2}
\]

which take into account the fact that the proton and the neutron are not point currents but have their own electromagnetic form factors \(G_{E,M}^p\) and \(G_{E,M}^n\). The structure functions \(C_E, C_Q, C_S\) and \(C_L\) of elastic electron-deuteron scattering give the distribution of the neutron and proton point currents as determined by the deuteron S- and D-states \(u(r)\) and \(w(r)\), respectively, with \(r\) being the separation of the two nucleons in the deuteron. They are given by the quadrature formulae:

\[
C_E = \int_0^\infty \left[u^2(r) + w^2(r)\right]j_0\left(\frac{Qr}{2}\right)dr, \\
C_Q = \frac{3}{\sqrt{2}\eta} \int_0^\infty \left[w(r)\left[u(r) - \frac{w(r)}{2\sqrt{2}}\right]j_2\left(\frac{Qr}{2}\right)dr, \\
C_S = \int_0^\infty \left\{\left[u^2(r) - \frac{1}{2}w^2(r)\right]j_0\left(\frac{Qr}{2}\right) + \frac{1}{2}\left[\sqrt{2}u^2(r) + w^2(r)\right]j_2\left(\frac{Qr}{2}\right)\right\}dr, \\
C_L = \frac{3}{2} \int_0^\infty \left[w^2(r)\left[j_0\left(\frac{Qr}{2}\right) + j_2\left(\frac{Qr}{2}\right)\right]\right]dr, \tag{5-3}\tag{5-4}
\]
with the normalization condition:

\[
\int_0^\infty [u^2(r) + w^2(r)] dr = 1 , \quad (5-5)
\]

where \( j_0 \) and \( j_2 \) are spherical Bessel Functions. The magnetic dipole and the charge quadrupole static moments of the deuteron are given by:

\[
Q_d^{NRIA} = \frac{1}{20} \int_0^\infty \left[ \sqrt{8} u(r) w(r) - w^2(r) \right] r^2 dr ,
\]

\[
\mu_d^{NRIA} = \mu_p + \mu_n - \frac{3}{2} \left( \mu_p + \mu_n - \frac{1}{2} \right) P_D , \quad (5-6)
\]

where

\[
P_D = \int_0^\infty w^2(r) dr \quad (5-7)
\]

is the probability of the deuteron D-state.

NRIA models with various assumptions for nucleon form factors and deuteron wave functions derived from different nucleon-nucleon potential models give a wide range of predictions for the deuteron elastic structure functions \([41, 42]\). Here we will discuss in detail the predictions using the deuteron wave functions of the newly constructed high-quality nucleon-nucleon potential by Wiringa et al. \([43]\), designated as Argonne \( v_{18} \). The model has a charge-independent part with 14 operator components that is an updated version of the Argonne \( v_{14} \) potential. Three additional charge-dependent and one charge-asymmetric operators are added, along with a complete electromagnetic interaction. The potential has been fit to the Nijmegen \( pp \) and \( np \) scattering data, low-energy \( NN \) scattering parameters, and the deuteron binding energy.

The static deuteron properties predicted by Argonne \( v_{18} \) are shown in Table 5-1 and compared to experimental values. The binding energy, \( E_d \), is fit exactly by definition. The asymptotic S-state normalization, \( A_S \), the \( A_D/A_S \)-ratio, \( \eta \), and the deuteron charge radius, \( r_d \), all come out close to the experimental values. The magnetic moment, \( \mu_d \), and the
Table 5-1: Static properties of the deuteron.

<table>
<thead>
<tr>
<th></th>
<th>Experiment</th>
<th>Argonne $v_{18}$</th>
<th>+ RC + MEC</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_d$</td>
<td>2.224575(9)</td>
<td>2.224575</td>
<td></td>
<td>MeV</td>
</tr>
<tr>
<td>$A_S$</td>
<td>0.8846(8)</td>
<td>0.8850</td>
<td></td>
<td>fm$^{-1/2}$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.0256(4)</td>
<td>0.0250</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_d$</td>
<td>1.9660(68)</td>
<td>1.967</td>
<td></td>
<td>fm</td>
</tr>
<tr>
<td>$\mu_d$</td>
<td>0.857406(1)</td>
<td>0.847</td>
<td>0.871</td>
<td>$\mu_N$</td>
</tr>
<tr>
<td>$Q_d$</td>
<td>0.2859(3)</td>
<td>0.270</td>
<td>0.275</td>
<td>fm$^2$</td>
</tr>
<tr>
<td>$P_D$</td>
<td></td>
<td>5.76</td>
<td></td>
<td>%</td>
</tr>
</tbody>
</table>

Fig. 5-2: Deuteron S- and D-state wave function components divided by $r$ calculated with the Argonne $v_{18}$ and $v_{14}$ potentials.
quadrupole moment, $Q_d$, are both under-predicted in the non-relativistic impulse approximation; both have significant relativistic (RC) and meson-exchange corrections (discussed below). The S- and D-state components of the deuteron wave function are shown, for the Argonne $v_{18}$ and $v_{14}$ potentials, in Figure 5-2.

The electromagnetic current operator [44, 45] consists of one- and two-body parts. The one-body part has the standard NRIA form, with inclusion, in the charge component, of the Darwin-Foldy and spin-orbit relativistic corrections [46]. The two-body charge operators contain contributions that correspond, in an One-Boson-Exchange (OBE) picture, to those obtained from pion- and vector-meson ($\rho$ and $\omega$) exchanges (see Figure 5-1-b, -c, and -d). The two-body current operators are constructed from the spin-orbit and quadratic momentum-dependent components of the interaction with the methods developed in References [44, 47]. The two-body contribution associated with the $\rho\pi\gamma$ meson-exchange current was also included. In the $\rho\pi\gamma$ vertex a coupling constant of 0.56 was used with a monopole form factor, $(1+Q^2/m_\omega^2)^{-2}$, where $m_\omega$ is the mass of $\omega$ meson. The Höhler parameterization [48] was used for the nucleon electromagnetic form factors.

The calculated $A(Q^2)$ structure function is shown in Figure 5-3. The impulse approximation alone using the $v_{18}$ potential is found to under-predict the experimental data. The relativistic and meson-exchange current corrections bring the theoretical calculation in excellent agreement with the experimental data over the shown range of $Q^2$. The calculated $B(Q^2)$ structure function is shown in Figure 5-4. The impulse approximation alone using the $v_{18}$ potential is found to under-predict the experimental data in the momentum transfer range 0.4–1.6 (GeV/c)$^2$, and has a zero around 1.7 (GeV/c)$^2$. The calculated $B(Q^2)$ structure function with relativistic and meson-exchange current corrections is found to over-predict the experimental data in the momentum transfer range 0.4–1.8 (GeV/c)$^2$, and has a zero around 2.4 (GeV/c)$^2$. The leading two-body contributions are those due to the spin-orbit and quadratic spin-orbit components of the interaction. They are of opposite sign.
Fig. 5-3: The electric structure function $A(Q^2)$ in the non-relativistic impulse approximation using the Argonne $v_{18}$ potential (dashed line) and with relativistic and MEC corrections (solid line) [43].

Fig. 5-4: The magnetic structure function $B(Q^2)$ in the non-relativistic impulse approximation using the Argonne $v_{18}$ potential (dashed line) and with relativistic and MEC corrections (solid line) [43].
However, the overestimation of the data indicates that the degree of cancellation between them is not quite enough. The $\rho \pi \gamma$ part of the meson-exchange current contributions to $B(Q^2)$ is found to be rather small.

5.2.1 Isobar Configurations

In addition to meson-exchange current corrections to the non-relativistic impulse approximation, isobar configurations (IC) in the deuteron could contribute to its electromagnetic form factors. Blunden, Greenber, Lomon, and Sitarki [49, 50] compared elastic deuteron form factor data with predictions of models coupling $NN$ and $\Delta\Delta$ channels by realistic meson-exchange potentials, at long range, and a homogeneous boundary condition, at a radius $r_0$ of quantum chromodynamics asymptotic freedom. The models, which couple the $NN(3S_1, 3D_1)$ states to the $\Delta\Delta(3S_1, 3D_1, 7D_1)$ channels, are fitted to the $NN$ scattering data for $T_{\text{lab}} < 1$ GeV. There are two successful models, differing in $r_0$, called $C'$ and $D'$. The static deuteron properties for these two models are listed in Table 5-2. Model $C'$ corresponds to the minimum radius of asymptotic freedom of Feshbach-Lomon [51] $r_0 = 0.74$ fm and model $D'$ to the radius required by the Cloudy Bag Model [52] $r_0 = 1.05$ fm. $\pi$, $\rho$, and $\omega$ pair terms (Figure 5-1-b) and $\rho \pi \gamma$ (Figure 5-1-g) MEC contributions were included. The $\rho \pi \gamma$ MEC was calculated with $g_{\rho \pi \gamma} = 0.56$ and a dipole form factor for the $\rho \pi \gamma$ vertex,

$$f_{\rho \pi \gamma}(Q^2) = \frac{1}{(1 + Q^2/\Lambda^2)^2}, \quad (5-8)$$

with $\Lambda_{\pi\rho} = 0.885$ GeV/c.

<table>
<thead>
<tr>
<th>Model</th>
<th>$P_D$</th>
<th>$P_{\Delta S}$</th>
<th>$P_{\Delta A}$</th>
<th>$P_{\Delta \pi}$</th>
<th>$r_0$</th>
<th>$\eta$</th>
<th>$Q_d$</th>
<th>$\mu_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C'$</td>
<td>5.69</td>
<td>0.00</td>
<td>1.12</td>
<td>0.64</td>
<td>0.74</td>
<td>0.0254</td>
<td>0.285</td>
<td>0.869</td>
</tr>
<tr>
<td>$D'$</td>
<td>5.34</td>
<td>0.00</td>
<td>5.13</td>
<td>2.07</td>
<td>1.05</td>
<td>0.0258</td>
<td>0.285</td>
<td>0.869</td>
</tr>
</tbody>
</table>

Table 5-2: Deuteron properties of the models $C'$ and $D'$ of Blunden et al. [49, 50].
In the deuteron only $\Delta \Delta$ states are allowed and these are $^3S_1^{\Delta \Delta}$, $^3D_1^{\Delta \Delta}$, $^7D_1^{\Delta \Delta}$ and $^7G_1^{\Delta \Delta}$. $N\Delta$ states are not allowed because the deuteron isospin is $I_d = 0$, while $N\Delta$ states have $I_{N\Delta} = 1$. The deuteron wave function can be decomposed as:

$$| \Psi_d \rangle = c_1 | ^3S_1^{NN} \rangle + c_2 | ^3D_1^{NN} \rangle + c_3 | ^3S_1^{\Delta \Delta} \rangle + c_4 | ^3D_1^{\Delta \Delta} \rangle + c_5 | ^7D_1^{\Delta \Delta} \rangle + c_6 | ^7G_1^{\Delta \Delta} \rangle . \quad (5-9)$$

The $\Delta \Delta$ state probability in the deuteron, $P^{\Delta \Delta}$, for the $C'$ model is 1.78% and for the $D'$ model is 7.2%. The obvious question is whether such a large probability of $\Delta \Delta$ state in the deuteron and generally in the $NN$ system is reasonable. Recent experimental estimates [53] put an upper $P^{\Delta \Delta}$ limit at 0.4%. That is:

$$P^{\Delta \Delta} = c_3^2 + c_4^2 + c_5^2 + c_6^2 \simeq 0.4\% . \quad (5-10)$$

Figure 5-5 shows the results of models $C'$ and $D'$ for $B(Q^2)$, using both Höhler [48] and Gari and Krümpelmann [54] (GK) parameterizations of the nucleon electromagnetic form factors. Note that the GK nucleon form factors lead to good agreement with the data over the entire range of $Q^2$ with both $C'$ and $D'$ models.

Figure 5-6 shows the results of models $C'$ and $D'$ for $A(Q^2)$. The $A(Q^2)$ data require that the Höhler nucleon form factors be used with model $C'$ and that the GK nucleon form factors be used with model $D'$. At high $Q^2$, where more uncertainties due to relativistic and MEC contributions arise, the $A(Q^2)$ data favor the Höhler electric while the $B(Q^2)$ data favor the GK magnetic nucleon form factor.

Dymarz and Khanna [55] showed that the strongest $\Delta$-isobar states in the deuteron, $^3S_1^{\Delta \Delta}$ and $^7D_1^{\Delta \Delta}$, contribute differently to the deuteron static moments and form factors. The experimental limitation of the total $\Delta \Delta$ probability to be less than 0.4% is in good agreement with their model. They have also shown that the probability of the $^7D_1^{\Delta \Delta}$ state depends almost entirely on the $NN \rightarrow \Delta \Delta$ transition potential and is not sensitive to the
Fig. 5-5: The magnetic structure function $B(Q^2)$ for the model $C'$ of References [49, 50] with Höhler (solid curve) and GK (dashed curve) nucleon form factors, and for model $D'$ with Höhler (dash-dotted curve) and GK (dotted curve) nucleon form factors.

Fig. 5-6: The electric structure function $A(Q^2)$ for the model $C'$ of References [49, 50] with Höhler (solid curve) and GK (dashed curve) nucleon form factors, and for model $D'$ with Höhler (dash-dotted curve) and GK (dotted curve) nucleon form factors.
details of the calculations. Contrary to this, the probability of the $^3S_1^{\Delta\Delta}$ state depends on the details of the model. It is possible from the contributions of these states to $\mu_d$ and $B(Q^2)$ to put severe constraints on the probability of the $\Delta\Delta$ components in the deuteron wave function: on the $^3S_1^{\Delta\Delta}$ state mainly from $B(Q^2)$ at large $Q^2$ and on the $^7D_1^{\Delta\Delta}$ state from $\mu_d$. $A(Q^2)$ offers little additional information on the distribution of the strength among $\Delta\Delta$ components of the deuteron wave function due to the weak dependence on these components.

Dymarz and Khanna [55, 56, 57, 58] calculated the deuteron elastic structure functions in the non-relativistic impulse approximation including isobar configurations and meson-exchange currents. They used the GK parameterization of the nucleon form factors. In the $\rho\pi\gamma$ vertex a coupling constant of 0.56 was used with a dipole form factor, $(1 + Q^2/m_{\omega}^2)^{-2}$, where $m_{\omega}$ is the mass of $\omega$ meson. From the different models that have been developed only the results of W1 model will be presented.

The W1 model yields a D-state probability of $P(^3D_1^{NN}) = 4.21\%$ and four $\Delta\Delta$ components with an overall probability of 0.36\%. This strength is located mainly in the $^3S_1^{\Delta\Delta}$ (0.22\%) and in the $^7D_1^{\Delta\Delta}$ (0.12\%) states. The predictions of the W1 model are shown in Figures 5-7 and 5-8. For $A(Q^2)$, the NRIA is in good agreement with the experimental data while MEC contributions destroy this agreement at intermediate and large $Q^2$. For $B(Q^2)$, the NRIA with IC and $\pi$-pair currents (shown in Figure 5-1-b) is in reasonable agreement with the data. Adding the $\rho\pi\gamma$-current washes out the minimum at $Q^2 = 2$ (GeV/c)$^2$ and overestimates the experimental data for $Q^2 > 1.5$ (GeV/c)$^2$.

5.3 Relativistic Impulse Approximation

When the momentum transferred to the target nucleus is larger than the nucleon mass, the usual non-relativistic assumption that all momenta are small compared to the constituent masses is no longer valid and the traditional non-relativistic techniques to describe
Fig. 5-7: The electric structure function $A(Q^2)$ for the deuteron wave function of model $W_1$ of Reference [55] with $\Delta$-isobars. The four curves represent calculations with NRIA (dotted line); NRIA+IC (short dashed line); NRIA+IC+MEC ($\pi$-pair) (long dashed line), NRIA+IC+MEC ($\pi$-pair and $\rho\pi\gamma$) (solid line).

these reactions may be unreliable. For this reason, it is necessary to develop relativistically covariant models of nuclear few-body systems.

In the one-photon-exchange approximation, the invariant amplitude for elastic electron-deuteron scattering is just the contraction of the electron and deuteron currents, multiplied by the photon propagator:

$$M = \langle k', m' \mid J_{\mu}^e \mid k, m \rangle \frac{1}{q^2} \langle p', h' \mid J_{\mu}^d \mid p, h \rangle,$$  \hspace{1cm} (5-11)

where $\langle k'm' \mid J_{\mu}^e \mid km \rangle = ie\bar{u}_{m'}(k')\gamma_{\mu}u_m(k)$ is the electron electromagnetic current matrix element, $k$ and $k'$ are the initial and final electron momenta, and $m$ and $m'$ are the corresponding helicities. Lorentz covariance and time-reversal allow the deuteron current to be written as a decomposition of the electromagnetic vertex; the deuteron EMFF are defined by this decomposition:
Fig. 5-8: The magnetic structure function $B(Q^2)$ for the deuteron wave function of model $W_1$ of Reference [55] with $\Delta$-isobars. The four curves represent calculations with NRIA (dotted line); NRIA+IC (short dashed line); NRIA+IC+MEC(\text{-pair}) (long dashed line), NRIA+IC+MEC (\text{-pair and } \rho\pi\gamma) (solid line).

Here $\epsilon^h(p)$ is the deuteron polarization vector, $p$ and $p'$ are the initial and final deuteron momenta, $h$ and $h'$ are the corresponding helicities, $P = p + p'$ and $q = p' - p$. The deuteron polarization four-vectors of the initial and final states satisfy the relations:

$$\sum_h \epsilon^*_\mu(p, h) \epsilon^\mu(p, h') = -\delta_{hh'},$$
$$p_\mu \epsilon^\mu(p, h) = 0. \quad (5-13)$$

The charge monopole, the magnetic dipole, and the charge quadrupole form factors of the deuteron are expressed through $\mathcal{F}_1$, $\mathcal{F}_2$ and $\mathcal{G}_1$ as follows:
\[ F_C = -\mathcal{F}_1 + \frac{2\eta}{3}[-\mathcal{F}_1 - \mathcal{G}_1 + (1 + \eta)\mathcal{F}_2], \]
\[ F_M = \mathcal{G}_1, \]
\[ F_Q = -\mathcal{F}_1 - \mathcal{G}_1 + (1 + \eta)\mathcal{F}_2. \] (5-14)

For any further theoretical calculations of the deuteron form factors, one must first calculate the deuteron current matrix elements through a covariant relativistic description of the deuteron. To do this one needs first to calculate the deuteron electromagnetic current and the deuteron wave function.

**Relativistic Approaches**

- **Quantum Field Theory**

- **Light Front Dynamics**
  - Manifestly Covariant Dynamics
    - Bethe-Salpeter Equation
      - Quasi-potential Approximation
      - Equal Time Approximation
        - Gross or Spectator
        - Blankenbecler-Sugar
        - Wallace
        - Mandelzweig

Fig. 5-9: The approaches that can be used for a relativistic description of the deuteron.

There are two approaches in the construction of covariant models that can be used for a relativistic description of the deuteron: Light-Front (LFD) or Light-Cone Dynamics [59, 60, 61, 62, 63] and Manifestly Covariant Dynamics. Light Front Dynamics is based on the evaluation of field theories quantized on the light-cone. It uses conventional quantum mechanics, in which the theoretical framework is well known and understood. The negative
energy states are excluded. Its only disadvantage is that some of the Lorentz transformations include the interaction, and therefore can not be evaluated without doing additional dynamical calculations.

The Manifestly Covariant Dynamics approach uses the Bethe-Salpeter formalism [64] and related quasi-potential Equations [65, 66, 3, 67], based on Feynman perturbation theory and, as such, maintains manifest Lorentz invariance. Here, all Lorentz transformations are kinematic but the disadvantage comes from the inclusion of negative energy states in the dynamics. There are different choices for each approach, as Figure 5-9 illustrates.

5.3.1 Light-Front Dynamics

The electromagnetic properties of the deuteron are exhaustively described by three electromagnetic form factors. This means, that although \( h' \) and \( h \) run over three values 0, ±1 and the index \( \rho \) runs over four values, there are only three independent elements in the set of four (\( 3 \times 3 \))-matrices \( \langle p', h' | J_\rho | p, h \rangle \). In principle, in order to find the form factors, it is enough to calculate any three independent matrix elements and to express the form factors through them. This procedure, based on the matrix elements of the “plus” component \( J^+ = J^0 + J^z \) of the electromagnetic current, is realized in light-front dynamics. In this approach the wave functions are defined on the light-front plane \( t + z = 0 \). However, it was found that, in this approach, different triplets of the matrix elements of the one-body current give different sets of form factors as will be discussed next.

The current \( J_\rho \) is a rather complicated operator because is for interacting particles and thus contains the interaction. As a result, the transformation properties of the current \( J_\rho \) and the state vector \( | p, h \rangle \) are consistent with each other, which leads to the covariance (i.e. to the correct transformation properties) of the matrix elements \( \langle p', h' | J_\rho | p, h \rangle \).

In practice, the current operator, \( J_\rho \), is replaced by the one for free particles, \( \tilde{J}_\rho \). That is, instead of \( \langle p', h' | J_\rho | p, h \rangle \) the following matrix elements are calculated:
\[ \tilde{J}_{hh'}^p \equiv \langle p', h' | \tilde{J}_p | p, h \rangle . \] (5-15)

The decomposition of Equation 5-12 in the light-front dynamics is assumed to be valid not only for the current \( J_p \) but also for the free one \( \tilde{J}_p \). Then in order to find the form factors it would be enough, in principle, to calculate any three independent matrix elements, for example the \( \tilde{J}_{11}^+, \tilde{J}_{-1}^+, \tilde{J}_{10}^+ \) ones used in References [68, 69, 71].

In order to investigate the sensitivity of the results to the choice of the matrix elements, Grach and Kondratyuk [69] (see also Karmanov [70]) obtained two solutions for the deuteron form factors, which differ from each other by the set of the matrix elements used in the calculations (so-called solutions A and B):

- A: \( \tilde{J}_{11}^+, \tilde{J}_{-1}^+, \tilde{J}_{00}^+ \);
- B: \( \tilde{J}_{11}^+, \tilde{J}_{-1}^+, \tilde{J}_{10}^+ \).

They found that solution A differs noticeably from solution B especially for the magnetic form factor. This ambiguity proceeds from the incorrectness of the decomposition of Equation 5-12 for the matrix elements of the free current operator \( \langle p', h' | \tilde{J}_p | p, h \rangle \) calculated by using the light-front wave functions for an interacting bound system. The transformation properties of the free current and of the bound system wave function are incompatible with each other, which destroys the covariance. Therefore, the decomposition of Equation 5-12, essentially based on the covariance of \( \langle p', h' | J_p | p, h \rangle \), is invalid for the matrix element \( \langle p', h' | \tilde{J}_p | p, h \rangle \). Equation 5-12 becomes invalid in approximate practical calculations when the current operator of interacting particles is replaced by the free one. The lack of covariance means that the matrix element \( \langle p', h' | \tilde{J}_p | p, h \rangle \) depends on the system of reference owing to the fact that the state vector defined on the light front surface \( t + z = 0 \) depends on this surface.
Karmanov and Smirnov [72, 73] have shown that the previous calculations [68, 69, 59, 71] of the deuteron electromagnetic form factors in the light-front dynamics contain non-physical contributions. They defined the light front surface by the invariant equation $(\omega \cdot x) = 0$, where $\omega$ is a four-vector: $\omega = (\omega_0, \vec{\omega})$, $\omega^2 = 0$. The matrix element $\langle p', h' \mid \tilde{J}_\rho \mid p, h \rangle$ is now explicitly covariant, but, as in the case of $t + z = 0$, it depends on the position of this light-front surface, i.e. on the four-vector $\omega$ which participates in the decomposition of the matrix element $\langle p', h' \mid \tilde{J}_\rho \mid p, h \rangle$ in invariant amplitudes. This decomposition has the form:

$$\langle p', h' \mid \tilde{J}_\rho \mid p, h \rangle = \frac{1}{2\omega \cdot p} e^{h'}(p') \tilde{j}_{\rho}^{\mu\nu} e^h(p), \quad \text{where} \quad \tilde{j}_{\rho}^{\mu\nu} = T_{\rho}^{\mu\nu} + B_{\rho}^{\mu\nu}(\omega), \quad (5-16)$$

where $T_{\rho}^{\mu\nu}$ is given by Equation 5-12 and $B_{\rho}^{\mu\nu}$ contain eight new tensor structures depending on $\omega$:

$$B_{\rho}^{\mu\nu} = \frac{M_d^2}{2(\omega \cdot p)} \omega_{\rho} \left[ B_1 g^{\mu\nu} + B_2 q^{\mu} q^{\nu} + B_3 M_d^2 \frac{\omega^{\mu} \omega^{\nu}}{(\omega \cdot p)^2} + B_4 q^{\mu} \omega^{\nu} - q^{\nu} \omega^{\mu} \right]$$

$$+ B_5 P_{\rho} M_d^2 \frac{\omega^{\mu} \omega^{\nu}}{(\omega \cdot p)^2} + B_6 P_{\rho} \frac{q^{\mu} \omega^{\nu} - q^{\nu} \omega^{\mu}}{2\omega \cdot p} + B_7 M_d^2 g_{\rho}^{\mu} \omega^{\nu} + g_{\rho}^{\mu} q^{\nu}$$

$$+ B_8 q_{\rho}^{\mu} \omega^{\nu} + q_{\rho}^{\mu} \omega^{\nu} \frac{2\omega \cdot p}{2\omega \cdot p}, \quad (5-17)$$

where $B_{1-8}(Q^2)$ are invariant functions and $P = p + p'$. Increasing the number of the invariant functions in Equation 5-17, in comparison with Equation 5-12, from three to eleven means that the number of independent matrix elements $\langle p', h' \mid \tilde{J}_\rho \mid p, h \rangle$ (at arbitrary values of the indices $h$, $h'$, $\rho$) is equal to eleven. For the particular choice $\omega = (1, 0, 0, -1)$ one returns to the case $t + z = 0$ and has $\omega^+ = 0$. Thus, it follows from the condition $\omega \cdot q = 0$ that $q^+ = 0$. In this case, the physical and non-physical terms turn out to be unseparated from each other because of the non-covariance of the approach, but the number of independent matrix elements remains equal to eleven.
The decomposition of Equation 5-12 is valid for the full electromagnetic current operator. The one-body current $\tilde{J}_\rho$ (see Figure 5-10) is given by the following analytical expression:

$$
\langle h' | \tilde{J}_\rho | h \rangle = e^{\gamma(p')} \tilde{J}_\rho^{\mu\nu} e_h(p) , \text{ where}
$$

$$
\tilde{J}_\rho^{\mu\nu} = \frac{M_N}{(2\pi)^3} \int Tr[\phi^\mu(\hat{k} + M_N)\Gamma_\rho(\hat{k} + M_N)\phi^\nu(\hat{k} - M_N)]
\times \frac{\theta(\omega \cdot k_1)\theta(\omega \cdot k_2)\theta(\omega \cdot k'_2) d^3k_1}{(1 - \omega \cdot k_1 / \omega \cdot p)^2 2\varepsilon_{k_1}},
$$

(5-18)

where $\hat{k} = k_\mu \gamma^\mu$. The matrix $\phi^\mu$ is given by Equation 5-31, while the matrix $\phi^\nu$ is obtained from $\phi_\nu$ by the replacement $k_2 \rightarrow k'_2$. $\Gamma_\rho$ is the electromagnetic vertex of the nucleon given by:

$$
\Gamma_\rho = F_1 \gamma^\rho + \frac{iF_2}{2M_N} \sigma^{\rho\alpha} q_\alpha ,
$$

(5-19)

with $F_1$ and $F_2$ being the nucleon Dirac and Pauli electromagnetic form factors.

The explicit expressions for the form factors are obtained by solving Equation 5-16 relative to $\mathcal{F}_1$, $\mathcal{F}_2$ and $\mathcal{G}_1$. The result is:
\[ \mathcal{F}_1 = \frac{j_{\mu\nu}}{2\omega \cdot p} \left[ g_{\mu\nu} - \frac{q_{\mu}q_{\nu}}{q^2} - \frac{P_{\mu\nu} + P_{\nu\mu}}{2\omega \cdot p} + \frac{P^2}{4(\omega \cdot p)^2} \right] , \quad (5-20) \]

\[ \mathcal{F}_2 = -\frac{j_{\mu\nu}}{2(\omega \cdot p)q^2} \left[ g_{\mu\nu} - 2\frac{q_{\mu}q_{\nu}}{q^2} - \frac{P_{\mu\nu} + P_{\nu\mu}}{2\omega \cdot p} \right. \]
\[ \left. + \frac{M_2^2}{(\omega \cdot p)^2} - \frac{q_{\mu}\omega_{\mu} - q_{\nu}\omega_{\nu}}{2\omega \cdot p} \right] , \quad (5-21) \]

\[ G_1 = \frac{1}{4} j_{\rho} \left\{ 2\frac{g_{\mu\nu} - g_{\rho\mu}}{q^2} + \frac{g_{\mu\nu} + g_{\rho\mu}}{\omega \cdot p} \right\} \]
\[ + \frac{\omega^2}{\omega \cdot p} \left[ -\frac{P_{\mu\nu} - q_{\mu}\omega_{\nu} + q_{\nu}\omega_{\mu}}{2(\omega \cdot p)^2} + \frac{P_{\mu\nu} - P_{\nu\mu}}{2(\omega \cdot p)^2} \right] \]
\[ + \frac{P^2}{2(\omega \cdot p)^2} \left[ \frac{q_{\mu}\omega_{\mu} - q_{\nu}\omega_{\nu}}{(\omega \cdot p)^2} - \frac{q_{\rho}q_{\mu}\omega_{\nu} + q_{\rho}q_{\nu}\omega_{\mu}}{(\omega \cdot p)^2} \right] . \quad (5-22) \]

These expressions determine the deuteron electromagnetic form factors. In spite of the fact that \( \omega \) enters the right hand side of Equations 5-20-5-22, these expressions do not depend on \( \omega \). Using the exact decomposition of Equation 5-12, one can express the matrix elements \( < h'|J^+|h > \equiv J_{h'h}^+ \) in terms of the form factors:

\[ J_{11}^+ = -\mathcal{F}_1 + \eta \mathcal{F}_2 , \quad (5-23) \]

\[ J_{1-1}^+ = -\eta \mathcal{F}_2 , \quad (5-24) \]

\[ J_{10}^+ = -\sqrt{2\eta}(\mathcal{F}_1 - \eta \mathcal{F}_2 + G_1/2) , \quad (5-25) \]

\[ J_{00}^+ = -(1 - 2\eta)\mathcal{F}_1 - 2\eta^2 \mathcal{F}_2 + 2\eta G_1 . \quad (5-26) \]

The four matrix elements in Equations 5-23-5-26 can be expressed through three form factors and, hence, are not independent from each other. They satisfy the relation:

\[ (1 + 2\eta)J_{11}^+ + J_{1-1}^+ - 2\sqrt{2\eta}J_{10}^+ - J_{00}^+ = 0 , \quad (5-27) \]

which can be checked by direct substitution. This condition is called the “angular condition”.

In principle, with the exact matrix elements $J^+_{h'h}$ one can calculate any triplet of matrix elements and find the form factors. This is not possible however for the approximate ones $\tilde{J}^+_{h'h}$. These matrices are not given by the decomposition 5-12, but should be calculated according to Equation 5-16. The matrix elements of 5-16 have the form:

\begin{align*}
\tilde{J}^+_{1,1} &= -F_1 + \eta F_2 , \\
\tilde{J}^+_{1,-1} &= -\eta F_2 , \\
\tilde{J}^+_{1,0} &= -\sqrt{2\eta}(F_1 - \eta F_2 + G_1/2) + \sqrt{\eta/2}B_6 , \\
\tilde{J}^+_{0,0} &= -(1 - 2\eta)F_1 - 2\eta^2 F_2 + 2\eta G_1 - 2\eta B_6 + B_5 + B_7 . \tag{5-28}
\end{align*}

The matrix elements $\tilde{J}^+_{11}, \tilde{J}^+_{1-1}$ have the same form as $J^+_{11}, J^+_{1-1}$, whereas $\tilde{J}^+_{10}, \tilde{J}^+_{00}$ differ from $J^+_{10}, J^+_{00}$ by the items containing the non-physical form factors $B_5, B_6, B_7$. The non-physical form factors $B_{1-4}$ and $B_8$ do not contribute to these matrix elements.

The matrix elements $\tilde{J}^+_{n',h'}$ do not satisfy the condition (5-27). Substituting $\tilde{J}^+_{n',h'}$ in Equation 5-27 instead of $J^+_{n',h'}$, we obtain:

$$\Delta \equiv (1 + 2\eta)\tilde{J}^+_{11} + \tilde{J}^+_{1-1} - 2\sqrt{2\eta}\tilde{J}^+_{10} - \tilde{J}^+_{00} = -(B_5 + B_7) . \tag{5-29}$$

The relativistic light-front deuteron wave function is determined by six invariant spin components, in contrast to two components (S- and D-states) in the non-relativistic case. The decomposition of the wave function $\Phi^h_{\sigma_2 \sigma_1}$ in independent spin structures has the general form [74]:

$$\Phi^h_{\sigma_2 \sigma_1} = \sqrt{M_N} e^h_\mu (p) \bar{u}^{\sigma_2}(k_2) \phi^h_\mu U_c \bar{u}^{\sigma_1}(k_1) , \tag{5-30}$$

with:
\[ \phi_{\mu} = \varphi_1 \frac{(k_1 - k_2)_{\mu}}{2M_N^2} + \varphi_2 \frac{1}{M_N} \gamma_{\mu} + \varphi_3 \frac{\omega_{\mu}}{\omega \cdot p} + \varphi_4 \frac{(k_1 - k_2)_{\mu} \hat{\omega}}{2M_N \omega \cdot p} \]
\[ + \varphi_5 \frac{i}{2M_N^2 \omega \cdot p} \gamma_5 \epsilon_{\mu \nu \rho \gamma} (k_1 + k_2)_{\nu} (k_1 - k_2)_{\rho} \omega_{\gamma} + \varphi_6 \frac{M_N \omega_{\mu} \hat{\omega}}{(\omega \cdot p)^2}, \]  
(5-31)

where \( M_N \) is the nucleon mass, \( \hat{\omega} = \omega_{\mu} \gamma^\mu \), \( p \) and \( k_{1,2} \) are the on-mass-shell deuteron and nucleon momenta, \( e^h_\mu(p) \) is the deuteron polarization vector, \( \bar{u}^\sigma(k) \) is the nucleon spinor, \( U_c = \gamma_2 \gamma_0 \) is the charge conjugation matrix. We notice that the wave function defined on the light-front plane depends on the orientation of this plane through the argument \( \omega \).

The light-front deuteron wave function is determined by six invariant functions \( \varphi_{1-6} \), depending on two scalar variables, \( e.g., s = (k_1 + k_2)^2 \) and \( t = (p - k_1)^2 \). The extra spin structures in front of \( \varphi_{3-6} \) are constructed by means of the four-vector \( \omega \). Other possible structures (like \( e^h_{\mu \nu} \omega_{\gamma} U_c \bar{u}^\gamma \)) are expressed through the six structures given by Equation 5-31.

In the reference system where \( \tilde{k}_1 + \tilde{k}_2 = 0 \), decomposition of the wave function of Equation 5-31 takes the form [75]:

\[ \psi^h_{\sigma_2 \sigma_1}(\tilde{k}, \bar{n}) = \sqrt{M_N} w_{\sigma_2}^1 \psi^h(\tilde{k}, \bar{n}) \sigma_y w_{\sigma_1}^1, \]
(5-32)

with:

\[ \tilde{\psi}(\tilde{k}, \bar{n}) = f_1 \frac{1}{\sqrt{2}} \tilde{\sigma} + f_2 \frac{1}{2} \left( \frac{3 \tilde{k} \cdot (\tilde{k} \cdot \bar{n})}{\tilde{k}^2} - \tilde{\sigma} \right) + f_3 \frac{1}{2} (3 \bar{n} \cdot (\bar{n} \cdot \tilde{\sigma}) - \tilde{\sigma}) \]
\[ + f_4 \frac{1}{2k} (3 \tilde{k} \cdot (\tilde{k} \cdot \bar{n}) + 3 \bar{n} \cdot (\bar{n} \cdot \tilde{\sigma}) - 2 (\tilde{k} \cdot \bar{n}) \tilde{\sigma}) \]
\[ + f_5 \frac{3}{2k} i [\tilde{k} \times \bar{n}] + f_6 \frac{\sqrt{3}}{2k} [ [\tilde{k} \times \bar{n}] \times \tilde{\sigma}], \]  
(5-33)

where \( \tilde{k} \) is the value of \( \tilde{k}_1 \) in this system of reference, \( \bar{n} \) is the direction of \( \tilde{\omega} \) in this system, \( w_\sigma \) is the two-component nucleon spinor. The relation between \( \psi^h \) and \( \tilde{\psi} \) is the same as the
relation between the spherical function $Y^h_{1~n}(\tilde{n})$ and $\tilde{n}$. The scalar functions $f_{1-6}$ depend on the scalars $\tilde{k}^2$ and $\tilde{n} \cdot \tilde{k}$ or $k \equiv |\tilde{k}|$ and $z = \cos(\tilde{n} \tilde{k})$. The components $\varphi_i$ in Equation 5-31 and $f_i$ in Equation 5-33 are linearly related with each other [63, 74]. The equation for the wave function $\Phi^h_{\sigma_1\sigma_2}$ has the form:

$$
\left[4(\tilde{k}^2 + M_N^2) - M_d^2\right] \tilde{\psi}_{\sigma_1\sigma_2} = - \frac{M_N^2}{2\pi^3} \sum \int \left[ \psi^\dagger(\tilde{k}', \tilde{n})[\sigma_y]_{\sigma'_1\sigma'_2} V^{\sigma'_1\sigma'_2}[\tilde{k}', \tilde{k}, \tilde{n}, M, \sigma_y]_{\sigma_1\sigma_2} \frac{d^3k'}{\varepsilon_{k'}} \right].
$$

(5-34)

In the region $k \ll M_N$, the functions $f_{3-6}$ which are of relativistic origin become negligible, $f_{1,2}$ do not depend anymore on $z$ and turn into the S- and D-state wave functions: $f_1 \simeq u_S$, $f_2 \simeq -u_D$. From the general decomposition of Equation 5-33, one recovers the usual non-relativistic wave function:

$$
\tilde{\psi}_{NR}(\tilde{k}) = u_S(k) \frac{1}{\sqrt{2}} \bar{\sigma} - u_D(k) \frac{1}{2} \left[ \frac{3\tilde{k}(\tilde{k} \cdot \bar{\sigma})}{\tilde{k}^2} - \bar{\sigma} \right].
$$

(5-35)

A peculiarity of LFD is the existence, in addition to the impulse approximation (Figure 5-10), of the so called instantaneous (or contact) interaction in the $NNB\gamma$ vertex, where $B$ is any of the mesons building the $NN$ potential. There are four diagrams corresponding to the contact terms as shown in Figure 5-11.

Substituting the tensor $\tilde{J}_\mu^\rho$ defined by Equation 5-18 into Equations 5-20–5-22 for $\mathcal{F}_1$, $\mathcal{F}_2$ and $\mathcal{G}_1$, and calculating the contractions and traces, one finds the expression for the form factors. Carbonell and Karmanov [77] calculated the deuteron form factors in the framework of the relativistic nucleon-meson dynamics, by means of the explicitly covariant light-front approach. Their perturbative method to calculate the wave function is restricted to relative nucleon momenta $k$ smaller than the nucleon mass $M_N$. Then one should expect a reasonable description of the experimental data in the momentum transfer region.
Fig. 5-11: Contact term contribution to the electromagnetic interaction with the deuteron (see text).

Fig. 5-12: $A(Q^2)$ data compared to the model of Carnobell and Karmanov [77]. The solid line is the relativistic impulse approximation with relativistic deuteron components $f_1$ and $f_2$ with the inclusion of the $f_3$ component (only to first order) and the contact term. The nucleon form factors were taken from Mergell et al. [76].
Fig. 5-13: $B(Q^2)$ data compared to the model of Carnobell and Karmonov [77]. The solid line is the relativistic impulse approximation with relativistic deuteron components $f_1$ and $f_2$ with the inclusion of the $f_5$ component (only to first order) and the contact term. The nucleon form factors were taken from Mergell et al. [76].

$Q^2 \leq (2M_N)^2 \sim 3.5 \text{ (GeV/c)}^2$. They used a parameterization of the nucleon electromagnetic form factors obtained by Mergell et al. [76]. Their results are shown in Figures 5-12 and 5-13. Only the first order contribution from $f_5$ was kept and terms like $f_5^2$ were removed from the calculation of the form factor. There is good agreement in describing $A(Q^2)$ up to $Q^2 = 2.5 \text{ (GeV/c)}^2$, a momentum region where the departure from a non-relativistic description reaches one order of magnitude. Their calculations do not describe $B(Q^2)$, especially in the region of the minimum. The minimum disappears when using only $f_1$ and $f_2$ and appears again when $f_5$, which is of relativistic origin, is included. This minimum is thus a consequence of delicate cancellation between the $f_5$ contribution and the contributions of $f_1$ and $f_2$. None of the $f_1$, $f_2$, $f_5$ components have been calculated with enough accuracy in their perturbative approach. The contribution of the contact terms to $A(Q^2)$ and low-$Q^2$ $B(Q^2)$ is found to be small. Note that meson-exchange currents and isobar configurations...
were not taken into account in the above LFD calculations. However, to leading order in \(1/M_N\), the extra component \(f_5\) accounts for the so called pair terms in deuteron electrodisintegration amplitude [78]. Furthermore, starting from \(k \simeq 0.5\) GeV/c, component \(f_5\) dominates over all other components, including \(f_1\) and \(f_2\).

5.3.2 Manifestly Covariant Dynamics

Manifestly Covariant Dynamics can be said to have started with the introduction of the Bethe-Salpeter (BS) Equation in 1951. Some authors refer to any equation for the scattering amplitude \(T\) which is of the linear form:

\[
T = K - KG_{BS}T , \tag{5-36}
\]

where \(K\) is the Bethe-Salpeter interaction kernel and \(G_{BS}\) is the Bethe-Salpeter free two-body propagator, as a BS equation. The interacting two-body propagator is then:

\[
G = G_{BS} - G_{BS}TG_{BS} . \tag{5-37}
\]

5.3.2.1 Quasi-Potential Approximation

The Bethe-Salpeter equation is a four-dimensional equation which makes it very difficult to solve. This leads to consideration of a class of two-body equations called quasi-potential equations. These equations are an approximation to the Bethe-Salpeter equation involving replacing the free propagator \(G_{BS}\) by a new propagator \(g\). The scattering matrix equation can now be rewritten as:

\[
T = U - UgT , \tag{5-38}
\]

where \(U\) is the quasi-potential defined as:
The new propagator $g$ is usually chosen to include a one-dimensional delta function constraining the relative energy of the freely propagating pair. Then Equation 5-38 becomes a three-dimensional equation for the amplitude $T$. In principle $U$ should be determined by solving the four-dimensional Equation 5-39. However, given the difficulty of solving such equations, and the lack of knowledge about the best form of $U$ for hadronic physics, usually $U$ is chosen to be a one-boson-exchange interaction:

$$U = V_{OBE},$$

with coupling constants selected to provide a realistic description of the $NN$ scattering data and deuteron static properties.

Van Orden et al. [66] calculated the elastic electromagnetic form factors for the deuteron in the context of a one-boson-exchange model using the Gross or Spectator Equation [79]. The Gross equation is an example of a quasi-potential equation. This equation is obtained by imposing a constraint on the propagation of particles in intermediate states, in which the relative energy is constrained by restricting the spectator nucleon to its mass shell.

Different models for the $NN$ interaction were presented in Reference [80]. Each model was fitted to the $NN$ phase shift data [82] and constrained so that the deuteron binding energy is correct. These models use a one-boson-exchange kernel containing six mesons: $\pi$, $\eta$, $\sigma$, $\delta$, $\omega$ and $\rho$, where the $\delta$ meson is a scalar-isovector companion to the $\sigma$ with a mass comparable to the $\sigma$ mass. The properties of these mesons are listed in Table 5-3. The interaction model used in the calculations shown here is a variation of model IIB, in which the parameters of the model have been adjusted to fit the Nijmegen energy dependent $np$ phase shifts [83].
The deuteron wave functions for model W16 of Reference [80], similar to the IIB model, are shown in Figure 5-14 along with the IIB model wave functions. There are four wave functions, the usual S- and D-state wave functions that appear in the non-relativistic treatment of the deuteron and singlet and triplet P-states of relativistic origin. These new components of the full wave function are associated with the extra degrees of freedom present when the interacting nucleon is a virtual Dirac particle, and each has the character of a P-state. They are small numerically if measured by their contribution to the overall normalization of the wave function, but in momentum space they and the S- and D-state functions have comparable magnitude at high momenta. Note that although the orbital angular momentum of these small components is \( l = 1 \), they do not represent parity violating effects because, in common with the small components in the Dirac equation, the overall parity of a small component is opposite to its spatial parity. The normalization condition satisfied by these wave functions is:

\[
\int_0^\infty dr \left\{ u^2 + w^2 + v_1^2 + v_2^2 \right\} + \left( \frac{\partial V_{\text{OBE}}}{\partial M_d} \right) = 1 ,
\]

where the contributions to the normalization of the wave function from these components are: 92.979% for the S-state, 5.015% for the D-state, 0.049% for the triplet P-state and 0.009% for the singlet P-state. The remaining 2% is associated with the derivative term arising from the energy dependence of the kernel \( V_{\text{OBE}} \) [80].

The application of the Gross equation to the calculation of nucleon-nucleon scattering
Fig. 5-14: The four relativistic wave functions for Models IIB (solid lines) and W16 (dotted lines) of Reference [80]. The boxed region in the upper panel is shown in the lower panel.
and the deuteron bound state is described in considerable detail in Reference [80], which
uses a one-boson-exchange interaction kernel, explicitly antisymmetrized in order to insure
that the Pauli principle is exactly satisfied. There is an important feature that characterizes
the OBE kernels: the meson-nucleon couplings include off-shell couplings and form factors
which depend upon the invariant masses of the three virtual particles connected to the
interaction vertex. The vertex form factors can be written in a factorizable form [80, 81]

\[ F_i(p^2, p'^2, \ell^2) \equiv h(p^2)h(p'^2)f_i(\ell^2), \quad (5-42) \]

where \( p \) and \( p' \) are the initial and final nucleon four-momenta, \( \ell = p - p' \) is the meson four-
momentum, and \( f(\ell^2) \) and \( h(p^2) \) are meson and nucleon form factors, respectively. These
form factors are given by:

\[ h(p^2) = \frac{2(\Lambda_N^2 - m^2)^2}{(\Lambda_N^2 - p^2)^2 + (\Lambda_N^2 - m^2)^2} \quad (5-43) \]

and:

\[ f_i(\ell^2) \equiv \frac{(\Lambda_m^2 - m_i^2)^2 + \Lambda_m^4}{(\Lambda_m^2 - \ell^2)^2 + \Lambda_m^4}, \quad (5-44) \]

where the mass of the \( i \)-th meson is denoted by \( m_i \) and the nucleon and meson form factor
masses (equal for all mesons) are denoted by \( \Lambda_N \) and \( \Lambda_m \). These form factors are essential
for the convergence of the equations.

The construction of appropriate current matrix elements for the Gross equation that
maintain gauge invariance is discussed in Reference [81]. For the electromagnetic interac-
tions to conserve current, the electromagnetic currents for the off-shell nucleons and mesons
must satisfy the Ward-Takahashi (WT) identities [84]. In order to satisfy the WT identi-
ties in the presence of the form factors (Equation 5-42), an off-shell single-nucleon current
operator must be introduced. A minimal form of the operator is given by [85]:

\[ \]
\[ J^{(i)\mu}(p', p) = F_1(Q^2)f_0(p'^2, p^2) \gamma^\mu \]
\[ + \frac{F_2(Q^2)}{2M_N} h_0(p'^2, p^2) i\sigma^{\mu\nu} q_\nu \]
\[ + F_3(Q^2) g_0(p'^2, p^2) \frac{p' - M_N}{2M_N} \gamma^\mu \frac{p - M_N}{2M_N}, \]
(5-45)

where:

\[ f_0(p'^2, p^2) = \frac{h(p^2)}{h(p'^2)} \frac{M_N^2 - p'^2}{p^2 - p'^2} + \frac{h(p'^2)}{h(p^2)} \frac{M_N^2 - p^2}{p'^2 - p^2}, \]
(5-46)

\[ g_0(p'^2, p^2) = \left( \frac{h(p^2)}{h(p'^2)} - \frac{h(p'^2)}{h(p^2)} \right) \frac{4M_N^2}{p'^2 - p^2}, \]
(5-47)

and \( F_3(Q^2) \) and \( h_0(p'^2, p^2) \) are arbitrary functions subject only to the constraints that \( F_3(0) = 1 \) and \( h_0(M_N^2, M_N^2) = 1 \). In the calculations presented here, \( h_0(p'^2, p^2) = f_0(p'^2, p^2) \)
and \( F_3(Q^2) = G_E^p(Q^2) \), for simplicity.

Fig. 5-15: Feynman diagrams representing the Gross current matrix element in electron-deuteron elastic scattering (see text).

In constructing the current matrix element it is necessary that the on-shell constraint
used in the Gross equation be consistently applied to the calculation of the current matrix element. In the case of the Gross equation, the correct expression for the current matrix element can be obtained by keeping only the positive energy nucleon poles for particle 1 in the evaluation of the energy loop integrals of the Bethe-Salpeter current matrix element. For the elastic matrix elements this leads to the Feynman diagrams displayed in Figure 5-15. Here the ovals represent the deuteron vertex functions, single lines represent nucleon propagators, lines with crosses denote on-shell nucleons, and the wavy lines represent virtual photons.

The Blankenbecler-Sugar-Logunov-Tavkheidze (BSLT) [86, 87] equation is another example of quasipotential reduction of the Bethe-Salpeter Equation. Here both particles are treated in a symmetrical way by keeping both particles equally off-shell. The three-dimensional reduction is obtained by setting relative energies to zero. Hummel and Tjon [3] calculated the elastic electromagnetic form factors for the deuteron in the context of a one-boson-exchange model using the BSLT equation. The BSLT current matrix element is described by diagram (a) of Figure 5-15 along with a symmetric diagram where the photon attaches to particle 1 and particle 2 is placed on mass shell. Because of the symmetry of the matrix element, the contribution of the second diagram is equivalent to diagram (a) of Figure 5-15. Thus, this approximation is equivalent to simply calculating $2 \times$ diagram (a) of Figure 5-15. Since the form of this approximation looks like a matrix element of a single-nucleon current between spectator wave functions, it is referred to as the relativistic impulse approximation. Since the combination of diagrams (a), (b) and (c) of Figure 5-15 are related to the relativistic impulse approximation but represent a complete gauge-invariant description of the Gross one-body current matrix elements, the Van Orden et al. calculations are referred to as the complete impulse approximation (CIA).

The structure functions calculated in the CIA with the dipole parameterization of the single-nucleon form factors of Galster [88] and the RIA of Hummel and Tjon [3] with
Fig. 5-16: The electric structure function $A(Q^2)$. The solid line is the CIA of Van Orden et al. [66] and the dotted line is the RIA of Hummel and Tjon [3].

Fig. 5-17: The magnetic structure function $B(Q^2)$. The solid line is the CIA of Van Orden et al. [66] and the dotted line is the RIA of Hummel and Tjon [3].
Höhler single-nucleon electromagnetic form factors [48] are shown in Figures 5-16 and 5-17. The RIA calculation, as described above, uses an on-shell form of the single nucleon current operator obtained by setting \( f_0 = h_0 = 1 \) and \( g_0 = 0 \) in Equation 5-45. Only small contributions from the exchange currents are required to bring the CIA into good agreement with the data. Note that for the CIA calculation, the minimum of \( B(Q^2) \) is at larger \( Q^2 \) than in the calculation of Hummel and Tjon. This appears to be the result of dynamical differences in the interaction models used.

The low-\( Q^2 \) limit for the RIA can be obtained to first order in \((Q/M_N)^2\) following the standard style of IA. The electromagnetic form factors of the deuteron can be decomposed as:

\[
F_C = G_E^S D_C + (2G_M^S - G_E^S) D_C^{so},
\]

\[
F_Q = G_E^S D_Q + (2G_M^S - G_E^S) D_Q^{so},
\]

\[
F_M = G_E^S D_M^E + G_M^S D_M^M,
\]

where:

\[
D_C = \int_0^\infty dr j_0(\tau)(u^2 + w^2) - \left( \frac{Q^2}{8M_N^2} + \frac{Q^4}{16M_N^2} \frac{d}{dQ^2} \right) \int_0^\infty dr j_0(\tau)(u^2 + w^2)
\]

\[
+ \frac{Q^2}{M_N^2} \frac{d^2}{dQ^2} \int_0^\infty dr j_0(\tau) \left[ u \left( -\frac{d^2}{dr^2} + \alpha^2 \right) u + w \left( -\frac{d^2}{dr^2} + \frac{6}{r^2} + \alpha^2 \right) w \right], \tag{5-49}
\]

\[
D_C^{so} = \frac{Q^2}{12M_N^2} \int_0^\infty dr [j_0(\tau) + j_2(\tau)] \left( \frac{2}{3} u^2 - \sqrt{\frac{2}{3}} M_N v_t(u + \frac{1}{\sqrt{2}}w) + \frac{1}{\sqrt{3}} M_N v_s(u - \sqrt{2}w) \right), \tag{5-50}
\]

\[
D_Q = \frac{6\sqrt{2}M_N^2}{Q^2} \left[ \int_0^\infty dr [j_0(\tau) + j_2(\tau)] \left( uw - \frac{w^2}{2\sqrt{2}} \right) \right. \left. - \left( \frac{Q^2}{8M_N^2} + \frac{Q^4}{16M_N^2} \frac{d}{dQ^2} \right) \right. \times \left. \int_0^\infty dr j_2(\tau) \left( uw - \frac{w^2}{2\sqrt{2}} \right) \right]
\]
\[ + \frac{Q^2}{2M_N^2} \frac{d^2}{dQ^2} \int_0^\infty dr \frac{j_2(\tau)}{2} \left[ w \left( - \frac{d^2}{dr^2} + \alpha^2 \right) u + u \left( - \frac{d^2}{dr^2} + \frac{6}{r^2} + \alpha^2 \right) w \right. \\
\left. \frac{w}{\sqrt{2}} \left( - \frac{d^2}{dr^2} + \frac{6}{r^2} + \alpha^2 \right) w \right] , \]

\[ D_Q^{\infty} = \int_0^\infty dr \left( \sqrt{2} r u' - \sqrt{2} r w' \right) \left\{ \frac{3}{5} \left[ j_0(\tau) + j_2(\tau) \right] \right\} + M_N r \left( \frac{2}{\sqrt{3}} u[v_s + \frac{1}{\sqrt{2}} v_t] [j_0(\tau) + j_2(\tau)] - M_N r \sqrt{3} w v_t \times \right. \\
\left. \left\{ \frac{9}{35} [j_2(\tau) + j_4(\tau)] + \frac{4}{15} [j_0(\tau) + j_2(\tau)] \right\} \right. \\
\left. + M_N r \left[ \sqrt{\frac{3}{2}} w v_s \left\{ \frac{18}{35} [j_2(\tau) + j_4(\tau)] - \frac{2}{15} [j_0(\tau) + j_2(\tau)] \right\} \right] \right] , \]

\[ D_M^{\infty} = \int_0^\infty dr \left\{ \frac{3}{2} w^2 + \frac{2M_N r}{\sqrt{3}} \left[ v_t \left( \frac{1}{\sqrt{2}} u - w \right) \right. \\
\left. - v_s \left( u + \frac{1}{\sqrt{2}} w \right) \right] \left[ j_0(\tau) + j_2(\tau) \right] \right\} , \]

\[ D_M^{\infty} = \int_0^\infty dr \left[ \left( 2u^2 - w^2 \right) j_0(\tau) + \left( \sqrt{2} u w + w^2 \right) j_2(\tau) \right] , \]

with \( \tau = \frac{Q^2}{2} \) and \( \alpha = M_N \epsilon \), where \( \epsilon \) is the binding energy of the deuteron and \( M_N \) the nucleon mass. Here \( u, w, v_t \) and \( v_s \) are the S-, D-, triplet P- and singlet P-state wave functions. All terms quadratic in the P-states are very small in this region.

Van Orden et al. found that the structure function \( B(Q^2) \) is extremely sensitive to the presence of small P-state components of the deuteron wave function of relativistic origin. In particular the position of the minimum of \( B(Q^2) \) is very sensitive to the sign of the singlet P-state \( v_s \). This last observation is very surprising, because the probability of the \( v_s \) state is only 0.009%. The reason such a small component can have such a large effect is due to a double interference between the small P-states and the larger S- and D-state components. Note the additional terms in \( D_M^{\infty} \) where the small components of the deuteron wave function interfere with the large components, enhancing the overall effect of the small components. A second interference will occur if the sign of the \( v_t \) component is opposite to \( v_s \). In this case, the two separate interference terms, which are individually small, will add coherently giving the large effect.
5.3.2.2 Equal Time Approximation

A basic flaw exists in the quasipotential formalism that is based on a form of a propagator, \( g \), which contains a delta function. It is generally impossible to systematically correct the lowest-order approximation by the use of Equation 5-39 because unphysical singularities arise. Phillips and Wallace [89] derived a systematic procedure for obtaining three-dimensional bound-state equations from the Bethe-Salpeter one. Unlike the quasipotential formalism this procedure does not involve the use of \( \delta \)-function constraints on the relative four-momentum. The three-dimensional reduction is obtained by integrating out relative energies. For the propagator of the theory, this produces a form corresponding to zero relative time of the two particles. In configuration space, this action is equivalent to considering the propagator in which the two particles involved are considered only on equal-time (ET) slices. Thus, this is referred to as the ET propagator. Phillips, Wallace, and Devine [67] derived a refined version of the ET formalism of Wallace and Mandelzweig [90, 91] to avoid the unphysical singularities which otherwise occur in the three-dimensional ET interaction with retardations when it is evaluated in a frame where the bound state has a large three-momentum.

The deuteron elastic structure functions were calculated using an instant approximation for the electromagnetic current, in which the time component of photon momentum vanishes, i.e. \( q^0 = 0 \). In the center-of-mass frame, the equally off-shell constraint is equivalent to an instant formalism because the constraint causes the interactions to have zero time component of momentum transfer. This current satisfies current conservation when used with deuteron vertex functions that are obtained with instant one-boson-exchange interaction. Also this simple current has been used with vertex functions calculated with the full retarded OBE interaction obtained in the systematic ET formalism. Two-body currents were included, such as the one shown in Figure 5-18, which become necessary in order to satisfy current conservation when retardation effects are included. The wave functions were
those from the Bonn-B version of the Bonn potential [92], but with a small adjustment to the $\sigma$-meson coupling.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{two_body_current}
\caption{One example of a two-body current which becomes necessary in order to satisfy current conservation when retardation effects are included.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{structure_function}
\caption{The electric structure function $A(Q^2)$. The solid line is the ET calculation of Phillips \textit{et al.} [67]. The dotted line is the calculation when the $\rho\pi\gamma$ MEC contribution is added using the $f_{\rho\pi\gamma}$ form factor given by vector-meson dominance. The single-nucleon form factors used are from the parameterization of Mergell \textit{et al.} [76].}
\end{figure}

The results are shown in Figures 5-19 and 5-20. The single-nucleon form factors used are from the parameterization of Mergell \textit{et al.} [76]. Impulse approximation results fall below experimental data. The $\rho\pi\gamma$ MEC contribution was added using the $f_{\rho\pi\gamma}$ form factor given by vector-meson dominance.
Fig. 5-20: The magnetic structure function $B(Q^2)$. The solid line is the ET calculation of Phillips et al. [67]. The dotted line is the calculation when the $\rho\pi\gamma$ MEC contribution is added using the $f_{\rho\pi\gamma}$ form factor given by vector-meson dominance. The single-nucleon form factors used are from the parameterization of Mergell et al. [76].

Comparison of the RIA calculations with those of the NRIA for the same observables strengthens the conclusion that neither the consideration of relativistic kinematics for the nucleons and mesons nor the inclusion of negative-energy state effects improves the agreement with the experimental data. By definition, such a non-relativistic impulse approximation calculation neglects both relativistic effects and two-body current contributions. Indeed, we see here that, as already found by Arnold et al. [93] and Zuilhof and Tjon [94], that inclusion of relativistic effects actually worsens the agreement with the experimental data. The inclusion of these effects to all orders in a $Q/M_N$ expansion does not lead to a small correction which brings the theory into closer agreement with the experimental data. This suggests that the comparative success of a simple non-relativistic impulse approximation calculation is fortuitous. Dynamical mechanisms beyond the impulse approximation appear to play a more important role in this reaction than one would conclude from the
non-relativistic calculation. The RIA results above imply that once $Q^2$ gets above about $0.5 \text{ (GeV/c)}^2$ two-body current contributions become important. One example of such a two-body current would be the meson-exchange current contributions.

5.4 Meson-Exchange Currents

Both the non-relativistic impulse and relativistic impulse approximations underestimate the measured deuteron structure functions, $A(Q^2)$ and $B(Q^2)$. The discrepancy between theory and experiment increases with increasing $Q^2$. Even the RIA with inclusion of terms to all order in $(Q/M_N)^2$ fails to describe the data and suggests the possibility that this extra cross section comes from meson-exchange currents. In the NRIA, the contribution of MEC was discussed at the end of section 5.2. Figure 5-1 shows the first order MEC diagrams.

In the RIA, the diagrams in which the photon insertion is on the nucleon are included automatically and the only MEC contribution is coming from diagram (b) in Figure 5-21.

In the context of a Bethe-Salpeter one-boson-exchange model of the nuclear force, the deuteron structure functions can be calculated from only two contributions: the RIA in which the photon couples directly to one of the bound nucleons (shown in Figure 5-21-a), and the MEC contribution in which the photon couples to the exchanged mesons (shown in Figure 5-21-b). Because the deuteron is an isospin-zero target, only isoscalar MEC can contribute because of G-parity conservation, and in the context of the OBE model the $\rho\pi\gamma$, $\omega\eta\gamma$ and $\omega\sigma\gamma$ currents are three likely candidates. The properties of these mesons are given in Table 5-3. Note that $\sigma$ (Hummel and Tjon referred to it in their paper as $e$) is a phenomenological meson introduced in the one-boson-exchange model of the $NN$ potential to account for the intermediate-range interaction.

A number of experimental measurements, the most famous being the electrodisintegration of the deuteron at threshold [95], have established the existence of isovector meson-exchange currents [96]. In contrast, the nature and size of isoscalar exchange currents is still
Fig. 5-21: (a) The relativistic Feynman diagram which describes the impulse approximation. (b) The $\rho \pi \gamma$ and $\omega \sigma \gamma$ meson-exchange current contribution. (c) The quark-loop contribution to the $\rho \pi \gamma$ and $\omega \sigma \gamma$ vertices.
an issue of some controversy. The simplest system in which to look for isoscalar exchange currents is the deuteron.

The $\rho\pi\gamma$ and $\omega\sigma\gamma$ exchange currents make small (less than 0.5% [3]) contributions to the magnetic and quadrupole moments. They are therefore masked by the significantly larger (and uncertain) relativistic corrections, which are about 5% for the magnetic moment and 1.5% for the quadrupole moment [97]. The possibility of seeing the effects of MEC is more favorable at large $Q^2$, where these MEC contributions are expected to be large (because they provide a mechanism for sharing the incoming photon momentum equally between the two nucleons) [98, 99], and where previous calculations of the RIA [93, 100, 3] have underestimated $A(Q^2)$ by an order of magnitude at $Q^2 = 4$ (GeV/c)$^2$ and have failed to predict the correct location for the minimum in $B(Q^2)$. The form factor for the $\rho\pi\gamma$ or $\omega\sigma\gamma$ vertex is not known experimentally and is a source of uncertainty in the calculations. The coupling constant $g_{\rho\pi\gamma}$ can be extracted from the radiative decay width of $\rho \to \pi\gamma$. This constant is not well known. Experiments performed by Berg et al. [101] give $g_{\rho\pi\gamma} = 0.56$. The value of the coupling constant follows from the decay width:

$$g_{\rho\pi\gamma}^2 = \left[\frac{4\pi}{e^2}\right] \frac{24\Gamma(\rho \to \pi\gamma)}{m_\rho(1 - m_\pi^2/m_\rho^2)^3}.$$  \hspace{1cm} (5-55)

However, nothing can be said about the sign of the coupling constant. The couplings and form factors for other possible exchange currents can be predicted by quark models, but are not otherwise constrained.

The size of the $\rho\pi\gamma$ isoscalar MEC depends critically on the $Q^2$ dependence of the form factor associated with the $\rho\pi\gamma$ vertex; if no form factor is used, the result from the $\rho\pi\gamma$ exchange current alone would overestimate $A(Q^2)$ by two orders of magnitude [102] at $Q^2 = 4.0$ (GeV/c)$^2$. In their calculation, Hummel and Tjon used a simple monopole form factor:
\[ f_{\rho\pi\gamma}(Q^2) = \frac{m_\omega^2}{(m_\omega^2 + Q^2)} , \]  

(5-56)

where \( m_\omega \) is the mass of the \( \omega \) meson. Such a form factor is justified by the vector-meson dominance (VMD) hypothesis [98], where the interaction between the virtual photon and the meson is mediated by two vector mesons with similar masses and opposite phases. The applicability of VMD is a controversial topic in particle physics and using it to estimate the \( \rho\pi\gamma \) form factor is particularly questionable if the photon momentum is large and space-like. To calculate a more reliable estimate of the \( Q^2 \) dependence of the form factor at the \( \rho\pi\gamma \) vertex, Ito and Gross [102] used a relativistic quark model of the \( \pi \) and the \( \rho \). The Quark-Loop (QL) calculated form factor falls off much more rapidly at large \( Q^2 \) than the monopole based on VMD used by Hummel and Tjon; it is about a factor of 3 times smaller at \( Q^2 = 8.0 \) (GeV/c)^2.

Electromagnetic form factors for the \( \rho\pi\gamma \) vertex, estimated from the quark-loop diagram shown in Figure 5-21-c, differ considerably from the monopole form factors obtained from VMD and significantly alter the predictions for the elastic electromagnetic form factors of the deuteron. The \( f_{\rho\pi\gamma}(Q^2) \) form factor obtained with the VMD model is shown by the solid curve in Figure 5-22. Also shown, are the quark-based results of Ito and Gross [102], Mitchel and Tandy [103], and Cardarelli and Simula et al. [104]. The quark-based results produce a much softer form factor than is produced by the VMD assumption. Using asymptotic power counting based on perturbative QCD, Chernyak and Zhiltzisky [105] have shown that \( f_{\rho\pi\gamma}(Q^2) \sim Q^{-4} \), where the extra power in the fall off (the typical asymptotic meson form factor is \( \sim Q^{-2} \)) is due to the helicity-flip of a quark. Apparently, at some momentum scale, the form factor must start to deviate from the monopole function. Estimates based on quark-loop calculations give a similar result.

The contributions of the exchange currents to the elastic structure functions of the
Fig. 5-22: Theoretical predictions [102, 103, 104] of the $\rho\pi\gamma$ meson-exchange current form factor.
deuteron have been calculated in a fully relativistic covariant way by Van Orden, Devine and Gross [66] using the Gross or Spectator equation, and by Hummel and Tjon [3] using the Blankenbecler-Sugar equation. These calculations for $A(Q^2)$ are shown in Figure 5-23. When Hummel and Tjon used a VMD form factor, their $\rho\pi\gamma$ exchange current was too large at high $Q^2$, and they needed another exchange current to cancel it. The $\omega\sigma\gamma$ MEC has the opposite sign, and assuming factorization, $f_{\omega\sigma\gamma}(Q^2) \sim f_{\rho\sigma\gamma}(Q^2)$, and $g_{\omega\sigma\gamma} = -g_{\rho\pi\gamma} = -0.56$, as suggested from a study of a relativistic quark model by Chemtob, Moniz and Rho [98], a cancellation results from these MECs, as shown in Figure 5-23. Nevertheless, their prediction for $A(Q^2)$ is much larger than the data for $Q^2 > 3.0$ (GeV/c)$^2$. The contributions of the $\omega\eta\gamma$ exchange currents were small. The CIA calculations are also shown. The contributions of the $\rho\pi\gamma$ exchange current calculated with the Mitchell-Tandy [103] $\rho\pi\gamma$ form factor is remarkably close to the data.

Fig. 5-23: The electric structure function $A(Q^2)$. The solid line is the CIA of Van Orden et al. [66]. The dashed line is the CIA plus $\rho\pi\gamma$ meson-exchange current. The dotted line is the RIA of Hummel and Tjon [3]. The dotted short dashed line is the RIA plus $\rho\pi\gamma$ meson-exchange current. The dotted long dashed line is the RIA plus $\rho\pi\gamma$ and $\omega\sigma\gamma$ meson-exchange currents.
Fig. 5-24: The magnetic structure function $B(Q^2)$. The solid line is the CIA of Van Orden et al. [66]. The dashed line is the CIA plus $\rho\pi\gamma$ meson-exchange current. The dotted line is the RIA of Hummel and Tjon [3]. The dotted short dashed line is the RIA plus $\rho\pi\gamma$ meson-exchange current. The dotted long dashed line is the RIA plus $\rho\pi\gamma$ and $\omega\sigma\gamma$ meson-exchange currents.

As can be seen in Figure 5-24, the $\rho\pi\gamma$ MEC makes only a small contribution to the RIA calculation of $B(Q^2)$, and Hummel and Tjon found that they could obtain agreement with the data [2] only by introducing the $\omega\sigma\gamma$ MEC. However, the position of the diffraction minimum is very sensitive to the choice of the $\omega\sigma\gamma$ form factor, and while good agreement was obtained with the VMD model, the more realistic QL model does not succeed in describing the data. Attempts to use an $\omega\sigma\gamma$ exchange current to describe $B(Q^2)$ are not successful unless an unrealistically hard form factor is used. Thus, one concludes that $B(Q^2)$ is not described by the Hummel and Tjon calculations. The effect of adding the contributions of the $\rho\pi\gamma$ exchange current calculated with the Mitchell-Tandy form factor to the CIA calculation is to move the minimum of $B(Q^2)$ to lower $Q^2$ and worsen the agreement with the data.

The $\rho\pi\gamma$ exchange current tends to increase the size of $A(Q^2)$ and to move the minimum
of $B(Q^2)$ to lower $Q^2$. In both cases the VMD form factors produce much too large an effect while the softer quark model form factors give smaller effects.

5.5 Dimensional Scaling Laws

The dimensional scaling laws (also known as the constituent counting rules) were derived by Brodsky and Farrar [106] and Matveev, Muradyan and Tavhelidze [107]. For the exclusive two-body process $AB \rightarrow CD$, as shown in Figure 5-25, the scaling laws simply state that the asymptotic behavior at large $s$ and $t$, where $s$ and $t$ are the Mandelstam variables, while keeping $t/s$ fixed is:

$$\frac{d\sigma}{dt}(AB \rightarrow CD) = \frac{1}{t^{n-2}}f\left(\frac{t}{s}\right).$$

Here $n$ is the total number of leptons, photons, and quark components (i.e. elementary fields) in $A$, $B$, $C$, and $D$. For elastic electron-deuteron scattering, $e d \rightarrow e d$, $n = 14$.

The scaling laws represent, in the simplest possible manner, the connection between the degree of complexity of a hadron and its dynamical behavior.

One of the most important consequences of Equation 5-57 is its application to elastic electron-hadron scattering. The cross section for elastic electron-hadron scattering can be
written as \((Q^2 = -t)\):

\[
\frac{d\sigma}{dt}(eH \rightarrow eH) = \frac{1}{(Q^2)^{(2n_H+2)-2}} f\left(\frac{t}{s}\right) = \frac{4\pi\alpha^2 |F(Q^2)|^2}{(Q^2)^2} f\left(\frac{t}{s}\right). \tag{5-58}
\]

This formula immediately connects the asymptotic dependence of the spin-averaged electromagnetic form factor to the minimum number of fields \(n_H\) in the hadron:

\[
F(Q^2) \sim \frac{1}{(Q^2)^{n_H-1}}. \tag{5-59}
\]

Thus, using the quark model, we have \(F(Q^2) \sim 1/Q^2\) for mesons \((n_H = 2)\) and \(F_1(Q^2) \sim 1/(Q^2)^2\) for baryons \((n_H = 3)\). We also find that the Pauli form factor \(F_2(Q^2)\) is suppressed by an extra power of \(Q^2\): \(F_2(Q^2) \sim 1/(Q^2)^3\). For the elastic deuteron structure functions, \(A(Q^2)\) and \(B(Q^2)\):

\[
A(Q^2) \sim \frac{1}{(Q^2)^{10}}, \quad B(Q^2) \sim \frac{1}{(Q^2)^{12}}. \tag{5-60}
\]

Note that the deuteron magnetic form factor, \(F_M(Q^2)\), is also suppressed by an extra power of \(Q^2\) because a helicity-flip of one quark is required. This suppresses \(B(Q^2)\) by two powers of \(Q^2\). In terms of the charge monopole, magnetic dipole, and charge quadrupole form factors, one has \(F_C\) falling like \(Q^{-10}\), and both \(F_M\) and \(F_Q\) falling like \(Q^{-12}\), with:

\[
\lim_{Q^2 \rightarrow \infty} F_C(Q^2) = \frac{Q^2}{6M_d^2} F_Q(Q^2). \tag{5-61}
\]

The experimental data seem to follow this prediction for the pion and proton, as Figure 5-26 indicates. Perturbative quantum chromodynamics, discussed in the next section, substantiated this prediction and introduced logarithmic corrections.
Fig. 5-26: Elastic electromagnetic form factors $F_n$ of hadrons at large $Q^2$ in the dimensional scaling quark model. Here $n$ represents the number of quarks in the hadron.
5.6 Perturbative Quantum Chromodynamics

If quantum chromodynamics is the theory of the strong interactions, then by extension it must also provide a fundamental description of the nuclear force and nuclear physics. Since the basic scale of QCD, $\Lambda_{QCD}$, is of order of a few hundred MeV or less, one expects a transition from the traditional meson and nucleon degrees of freedom of nuclear physics to quark and gluon degrees of freedom of QCD at internucleon separations of 1 fm or less.

For $Q^2 \gg 2M_d\Lambda_{QCD} \sim 0.8 \text{ (GeV/c)}^2$, or equivalently $\eta \gg \Lambda_{QCD}/2M_d \sim 0.05$, the dominant deuteron form factor $F_d(Q^2) \equiv \sqrt{A(Q^2)}$ can be written in the light-cone frame, defined by $[110]$ $q^+ = 0$, $q_y = 0$, $q_x = Q$, as a convolution (see Figure 5-27) [108, 109]:

$$F_d(Q^2) = \int_0^1 [dx][dy]\Phi^\dagger(y_j,Q)T_{H}^{6q+\gamma^*-6q}(x_i,y_j,Q)\Phi(x_j,Q)$$ \hspace{1cm} (5-62)

where the hard-scattering amplitude:

$$T_{H}^{6q+\gamma^*-6q} = \left[\frac{\alpha_s(Q^2)}{Q^2}\right]^5 t(x,y)[1 + O(\alpha_s(Q^2))]$$ \hspace{1cm} (5-63)

gives the probability amplitude for scattering six collinear quarks in the initial deuteron state to six collinear quarks in the final deuteron state. Here $\alpha_s(Q^2)$ is the QCD strong coupling constant and $x$ and $y$ are the initial and final light-cone longitudinal momentum.
fractions. The distribution amplitude $\Phi_d(x_i, Q)$ is defined by [110]:

$$\Phi_d(x_i, Q) = \int_0^Q [d^2k_\perp] \Psi_{6q/d}(x_i, k_\perp) .$$  \hfill (5-64)

The notation $[dx]$ and $[d^2k_\perp]$ represents:

$$[dx] \equiv \delta(1 - \sum_{i=1}^n x_i) \prod_{i=1}^n dx_i , \quad \hfill (5-65)$$

$$[d^2k_\perp] \equiv 16\pi^3 \delta(\sum_{i=1}^n k_\perp) \prod_{i=1}^n \frac{d^2k_{\perp i}}{16\pi^3} . \hfill (5-66)$$

The QCD prediction for the leading helicity-zero deuteron form factor takes the form:

$$F_d(Q^2) = \left[ \frac{\alpha_s(Q^2)}{Q^2} \right]^5 \sum_{m,n} d_{mn} \left[ \ln(Q^2/\Lambda_{QCD}^2) \right]^{-\gamma_m - \gamma_n} , \hfill (5-67)$$

where $\gamma_{m,n}$ and $d_{mn}$ are QCD anomalous dimensions and constants. Here the main dependence $[\alpha_s(Q^2)/Q^2]^5$ comes from the hard-gluon exchange amplitude $T_H$. This prediction agrees with the data (see Figure 5-28). The crucial point is that $\eta \gg 1$ appears to be unnecessary for the application of pQCD.

In order to make more detailed and experimentally accessible predictions and to include non-perturbative corrections, reduced amplitude analysis [111] was invoked, in which experimentally determined nucleonic form factors $F_N$ are used to describe the structure of the neutron and the proton. A reduced nuclear form factor is directly related to the probability for the two nucleon system to remain intact. The reduced deuteron form factor is defined as:

$$f_d(Q^2) \equiv \frac{F_d(Q^2)}{F_N^2(Q^2/4)} , \hfill (5-68)$$

where the two powers of the nucleon form factor $F_N(Q^2) = (1 + Q^2/0.71)^{-2}$ remove in a minimal and approximate way the effects of nucleon compositeness. The argument for the
nucleon form factor $F_N$ is $Q^2/4$ since, in the limit of zero binding energy, each nucleon must change its momentum from $p/2$ to $(p + q)/2$. Equation 5-68 indicates that the deuteron form factor $F_d(Q^2)$ can be factorized into two parts and the reduced form factor $f_d(Q^2)$ can be regarded as the form factor of a composite of two point-like nucleons. This factorization was obtained by assuming:

$$\Psi_d = \psi_d^{\text{body}} \times \psi_N \times \psi_N$$

(5-69)

in a simple covariant model [112]. $\psi_N$ is the nucleon wave function and $\psi_d^{\text{body}}$ is the usual two-body wave function of the deuteron. The equation of motion for $\Psi_d(x_i, k_{\perp i})$ in the light-cone frame is given by:

$$[M_d^2 - \sum_{i=1}^{6} \frac{k_{\perp i}^2 + m_i^2}{x_i}]\Psi_d(x_i, k_{\perp i}) = \int [dy][d^2 j_{\perp}] V(x_i, k_{\perp i}; y_j, j_{\perp j}) \Psi_d(y_j, j_{\perp j}).$$

(5-70)
The factorized form of the deuteron form factor can be obtained by substituting Equation 5-70 into the Drell-Yan formula [110]:

\[
F_d(Q^2) = \sum_{a=1}^{6} e_a \int [dx][d^2 k_{\perp i}] \Psi_d^*(x_i, k_{\perp i} + (\delta_{ia} - x_i)q_{\perp}) \Psi_d(x_i, k_{\perp i}) ,
\]

(5-71)

where \( q_{\perp} \) is absorbed by the \( a \)-th quark, \( q = (0, q^-, q_{\perp}) \) and \( Q^2 = q_{\perp}^2 \). Since the gluon is a color octet in the SU(3) color group, the single-gluon exchange between two color-singlet nucleons is forbidden. Thus, the real kernel calculation requires the inclusion of other components rather than two-nucleons. Brodsky and Ji [112] suggested a simple covariant model to incorporate the quark structure of the nucleon. The hard kernel at large \( Q^2 \) was assumed to be the perturbative amplitude for the six quarks to scatter from collinear in the initial two nucleon configuration to collinear in the final two-nucleon configuration, where each nucleon has roughly equal momentum. They argued that the dominant configuration for this recombination is the quark-interchange plus one-gluon exchange between two nucleons as shown in Figure 5-29b. Thus, roughly speaking, we can divide the kernel into two parts: One represents the interchange of quarks and the gluon exchange between two nucleons, which transfer about half of the transverse momentum of the virtual photon from the struck nucleon to the spectator nucleon. Another part is the inner evolution of two nucleons. The first part leads to the reduced form factor of the deuteron and the latter leads to the form factors of two nucleons together with the factorized wave function mentioned above.

From dimensional counting one obtains \( f_d(Q^2) \sim 1/Q^2 \). In pQCD there are computable logarithmic corrections associated with the running coupling and the \( Q^2 \) evolution of the deuteron distribution amplitude. Inclusion of these corrections yields the asymptotic scaling behavior:

\[
f_d(Q^2) \sim \left[ \frac{\alpha_s(Q^2)}{Q^2} \right] \left[ \ln(Q^2/\Lambda_{QCD}^2) \right]^{-\Gamma}.
\]

(5-72)
Fig. 5-29: Two possible quark-constituent views of elastic $e\cdot d$ scattering (a) the democratic (cascade) chain model and (b) the quark interchange model.

Here $\Gamma = -(2C_F/5\beta)$, where $C_F = (n_c^2 - 1)/2n_c$, $\beta = 11 - (2/3)n_f$, with $n_c = 3$ and $n_f = 2$ being the numbers of QCD colors and effective flavors. Assuming

$$\alpha_s(Q^2) \sim \frac{1}{\ln(Q^2/\Lambda_{QCD}^2)}$$

the reduced deuteron form factor becomes:

$$f_d(Q^2) = \frac{a}{Q^2} \left[ \ln \frac{Q^2}{\Lambda_{QCD}^2} \right]^{\frac{8}{145} - 1},$$

where $a$ is a normalization constant. Figure 5-30 shows the asymptotic QCD prediction compared with the data. Our $f_d(Q^2)$ data seem to follow this prediction for $Q^2 > 2.0$ (GeV/c)$^2$.

Brodsky and Hiller [113] have made a general analysis of the electromagnetic properties of spin-one systems proceeding from gauge theory: in the analysis of high energy elastic $e\cdot d$ cross sections at least two momentum scales must be distinguished. The first scale is given by the deuteron mass $M_d$ and has a purely kinematical origin. The second one is given by the QCD scale $\Lambda_{QCD} \simeq 200$ MeV/c and determines the perturbative QCD regime. In
Fig. 5-30: The reduced deuteron form factor $f_d(Q^2)$. The curve is the asymptotic QCD prediction of Brodsky et al. [108] for $\Lambda_{QCD} = 200$ MeV, arbitrarily normalized to the data at $Q^2 = 4.0 \text{ GeV/c}^2$.

In particular, according to arguments of [114], this scale controls a high-$Q^2$ suppression of the LFC helicity-flip matrix elements of the deuteron electromagnetic current:

$$J_{10}^+ \sim a \left( \frac{\Lambda_{QCD}}{Q} \right) J_{00}^+, \quad J_{1-1}^+ \sim b \left( \frac{\Lambda_{QCD}}{Q} \right)^2 J_{00}^+,$$

where:

$$J_{h^+}^+ \equiv \langle p'h' | J^+ | ph \rangle$$

are the matrix elements of the electromagnetic plus component $J^+ = J^0 + J^z$, $| ph \rangle$ is an eigenstate of momentum $p$ and helicity $h$, and $a$ and $b$ are some constants. Brodsky and Hiller used the following triplet of matrix elements: $J_{10}^+, J_{00}^+, J_{1-1}^+$. Taking this triplet and solving the system of Equations 5-24, 5-25, and 5-26 relative to $F_1$, $F_2$ and $G_1$, one finds:
\[ F_1 = \frac{-1}{(2\eta + 1)} \left[ 2\sqrt{2\eta} J_{10}^+ + J_{00}^+ + 2\eta J_{1-1}^+ \right], \]
\[ F_2 = \frac{-1}{\eta} J_{1-1}^+, \]
\[ G_1 = \frac{2}{(2\eta + 1)} \left[ (2\eta - 1) \frac{J_{10}^+}{\sqrt{2\eta}} + J_{00}^+ - J_{1-1}^+ \right]. \] (5-77)

As Karmanov [70] pointed out, the triplet matrix elements: \( J_{10}^+, J_{00}^+, \) and \( J_{1-1}^+ \) should be calculated using Equation 5-28 instead of Equations 5-24, 5-25, and 5-26. Thus, the above set of form factors contain non-physical contributions and are related to the correct \( F_1, F_2, \) and \( G_1 \) by:

\[ F_1 = F_1 + \frac{2}{1 + 2\eta} \Delta, \]
\[ F_2 = F_2, \]
\[ G_1 = G_1 - B_6 - \frac{1}{1 + 2\eta} \Delta, \] (5-78)

where \( \Delta \) is given by Equation 5-29. In the following discussion, the non-physical contributions should not affect the result because it is an investigation of asymptotic behavior rather than a model calculation.

The charge monopole, the magnetic dipole, and the charge quadrupole form factors can be obtained from the above set of Equations 5-77 using Equation 5-14:

\[ F_C = \frac{1}{3(2\eta + 1)} \left[ 8\sqrt{2\eta} J_{10}^+ + (3 - 2\eta) J_{00}^+ + 2(2\eta - 1) J_{1-1}^+ \right], \]
\[ F_M = \frac{2}{(2\eta + 1)} \left[ \frac{1}{\sqrt{2\eta}} (2\eta - 1) J_{10}^+ + J_{00}^+ - J_{1-1}^+ \right], \]
\[ F_Q = \frac{1}{(2\eta + 1)} \left[ \frac{2}{\sqrt{2\eta}} J_{10}^+ - J_{00}^+ - \frac{\eta + 1}{\eta} J_{1-1}^+ \right]. \] (5-79)

It was argued in [108] that the helicity-conserving matrix element \( J_{00}^+ \) will be the dominant amplitude in the region \( Q^2 \gg 2M_d \Lambda_{QCD}^2 \sim 0.8 \text{(GeV/c)}^2 \). Corrections are of order
\(\frac{\Lambda_{QCD}}{Q}\) and \(\frac{\Lambda_{QCD}}{M_d}\). Neglecting the helicity-flip matrix elements \(J_{10}^+\) and \(J_{1-1}^+\), the following ratios for the charge monopole, the magnetic dipole, and the charge quadrapole form factors were derived:

\[
F_C : F_M : F_Q = 1 - \frac{2}{3\eta} : 2 : -1.
\]

(5-80)

This leads to:

\[
\frac{B}{A} = \frac{4\eta(\eta + 1)}{\eta^2 + \eta + \frac{2}{3}}.
\]

(5-81)

Kobushkin and Syamtomov argued that the helicity-one-flip matrix element \(J_{10}^+\) cannot be neglected [115]. For example in \(F_M\), \(J_{10}^+\) is enhanced by kinematical factor \(-\sqrt{\frac{1}{2\eta}}\) when \(\eta \ll \frac{1}{2}\) and the factor \(\sqrt{2\eta}\) when \(\eta \gg \frac{1}{2}\). At very high \(Q^2\), the ratios in Equation 5-80 are modified to:

\[
F_C : F_M : F_Q = \left(\frac{6M^2 + 5Q_0^2}{6M^2 - 3Q_0^2} - \frac{2}{3\eta}\right) : 2 \left(\frac{2\eta - 1}{2\eta} \frac{Q_0^2}{2M^2 - Q_0^2} + 1\right) : \left(\frac{1}{\eta} \frac{Q_0^2}{2M^2 - Q_0^2} - 1\right),
\]

(5-82)

where \(Q_0^2\) is chosen to be 1.93 (GeV/c)^2, the position of the minimum of \(B(Q^2)\). The ratio of the deuteron elastic structure functions can be calculated from Equation 5-82. This ratio is in reasonable agreement with the experimental data, as shown in Figure 5-31.

The models described above are believed to be valid for large momentum transfer processes. Several authors have questioned the validity of dimensional scaling laws and pQCD at the momentum transfers of this experiment. Isgur and Llewellyn Smith [116] concluded that at the available momentum transfers, soft non-perturbative contributions dominate the form factors and pQCD is inapplicable until much larger \(Q^2\) (\(\sim 100\) (GeV/c)^2) are reached. Farrar et al. [117] obtained the pQCD prediction for the absolute normalization of the reduced deuteron form factor (constant \(a\) in Equation 5-74). Their theoretical value is \(< 10^{-3}\)
times the experimental value at $Q^2 = 4.0 \,(\text{GeV}/c)^2$, suggesting that pQCD is not relevant to deuteron form factor at present values of $Q^2$. They concluded that there is no reasonable wave function which can give a pQCD calculated normalization of the form factor, and that the agreement with the pQCD scaling behavior is just fortuitous.

Fig. 5-31: Perturbative QCD predictions for the ratio $B/A$ compared with experiment. The experimental data for $A(Q^2)$ are from this experiment. The experimental data for $B(Q^2)$ at low $Q^2$ are from this experiment while at high $Q^2$ are from SLAC [2]. The dashed line is the ratio obtained by Brodsky and Hiller [113]. The solid line is the ratio obtained by Kobushkin and Syamtomov [115].
Chapter 6

Summary and Outlook

We have performed precise measurements of the deuteron elastic structure functions $A(Q^2)$ and $B(Q^2)$, in the momentum transfer ranges of $0.684 \leq Q^2 \leq 5.90$ (GeV/c)$^2$ and $0.684 \leq Q^2 \leq 1.325$ (GeV/c)$^2$, respectively. The measurements took place in Hall A at Jefferson Laboratory. The structure functions were measured by means of coincidence elastic electron-deuteron scattering using the JLab electron beam and a high-power liquid deuterium target. More than 700 W of power was deposited on the target by the electron beam, enabling a cross section measurement at the level of $10^{-41}$ cm$^2$/sr. This is a record low cross section for electron scattering.

The structure function data have been compared to non-relativistic and relativistic impulse approximation predictions, both with and without the inclusion of meson-exchange currents. Both NRIA and RIA predictions generally underestimate the structure functions without the inclusion of MEC contributions. The effect of meson-exchange current contributions to the elastic structure functions depend on the model used for the vertex form factors and coupling constants.

The $A(Q^2)$ data have also been compared to predictions of the dimensional scaling quark model and of perturbative quantum chromodynamics. These models predict that, at large momentum transfers, $A(Q^2)$ should fall off as $1/(Q^2)^{10}$ implying that the product $A(Q^2) \times (Q^2)^{10}$ should be independent of $Q^2$. Our data seem to exhibit a scaling behavior consistent with this prediction for $Q^2 > 3$ (GeV/c)$^2$.

There are plans to extend both $A(Q^2)$ and $B(Q^2)$ measurements to even higher momentum transfers [118]. Figures 6-1, 6-2, and 6-3 show projected data from such measurements.
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Fig. 6-1: Existing and projected data from a planned $A(Q^2)$ JLab experiment [118] with a 10 GeV beam.

\[ F_d(Q^2) = A(Q^2)^{1/2} \]

Fig. 6-2: Existing and projected data from a planned $B(Q^2)$ JLab experiment [118].
Fig. 6-3: Present and projected data from a planned $B(Q^2)$ JLab experiment [118] compared to pQCD predictions [113, 115]. The existing experimental data are from this experiment and SLAC NE4 experiment [2].

The $A(Q^2)$ measurements will use the energy upgraded JLab beam (10 GeV), the High Momentum Spectrometer (HMS) of Hall C as recoil spectrometer, and the proposed Super High Momentum Spectrometer (SHMS) [119] of Hall C as electron spectrometer. The $B(Q^2)$ measurements will use the two Hall A HRS spectrometers coupled to two septum magnets to detect recoil deuterons at $\sim3^\circ$, and two electron detection systems at $\sim170^\circ$. 
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Full Trigger Electronics Diagrams
Fig. A-1: Diagram of the Electron arm trigger.
Note: The DPP is not included in TRIGGER LOGIC.

Note: The modular delays are NIM LD1200 (rear panel out)
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Fig. A-2: Diagram of the Hadron arm trigger.
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Fig. A-3: Diagram of the coincidence trigger.
APPENDIX B

Spectrometer Setup Kinematics

\( \theta_e = 90.0^\circ \)

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>( E' )</td>
<td>( P_E )</td>
<td>( P_p )</td>
<td>( P_H )</td>
<td>( \theta_p )</td>
<td>( \Delta \Omega_e / \Delta \Omega_p )</td>
</tr>
<tr>
<td>0.5423</td>
<td>0.3437</td>
<td>0.3386</td>
<td>0.6420</td>
<td>0.6315</td>
<td>32.37</td>
<td>4.13</td>
</tr>
<tr>
<td>0.6015</td>
<td>0.3666</td>
<td>0.3613</td>
<td>0.7043</td>
<td>0.6952</td>
<td>31.36</td>
<td>4.32</td>
</tr>
<tr>
<td>0.6580</td>
<td>0.3868</td>
<td>0.3812</td>
<td>0.7632</td>
<td>0.7549</td>
<td>30.45</td>
<td>4.52</td>
</tr>
<tr>
<td>0.7122</td>
<td>0.4049</td>
<td>0.3993</td>
<td>0.8192</td>
<td>0.8116</td>
<td>29.62</td>
<td>4.71</td>
</tr>
<tr>
<td>0.7649</td>
<td>0.4214</td>
<td>0.4156</td>
<td>0.8732</td>
<td>0.8661</td>
<td>28.85</td>
<td>4.90</td>
</tr>
<tr>
<td>0.8159</td>
<td>0.4364</td>
<td>0.4306</td>
<td>0.9252</td>
<td>0.9184</td>
<td>28.15</td>
<td>5.10</td>
</tr>
</tbody>
</table>

Table B-1: \( e-p \) elastic kinematics used to setup the spectrometers for the backward angle calibration. \( E \) is the nominal (uncorrected) beam energy. \( E' \) and \( P_p \) correspond to this beam energy. \( P_E \) and \( \theta_e \) are the momentum and angle settings of HRSE. \( P_E \) was corrected for ionization energy loss in the target and lowered by 1.0% in order to get more of the radiative tail into the HRSE acceptance. \( P_H \) and \( \theta_p \) are the momentum and angle settings of HRSH. \( P_H \) was corrected for ionization energy loss in the target. The Jacobian, \( J \equiv \Delta \Omega_e / \Delta \Omega_p \), is given in the lab frame.
\[ \theta_e = 144.5^\circ \]

<table>
<thead>
<tr>
<th>$E$</th>
<th>$E'$</th>
<th>$P_E$</th>
<th>$P_d$</th>
<th>$P_H$</th>
<th>$\theta_d$</th>
<th>$\Delta \Omega_e/\Delta \Omega_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5423</td>
<td>0.3558</td>
<td>0.3495</td>
<td>0.8572</td>
<td>0.8254</td>
<td>13.95</td>
<td>5.98</td>
</tr>
<tr>
<td>0.6015</td>
<td>0.3803</td>
<td>0.3739</td>
<td>0.9375</td>
<td>0.9117</td>
<td>13.63</td>
<td>6.25</td>
</tr>
<tr>
<td>0.6580</td>
<td>0.4021</td>
<td>0.3955</td>
<td>1.0127</td>
<td>0.9908</td>
<td>13.33</td>
<td>6.52</td>
</tr>
<tr>
<td>0.7122</td>
<td>0.4218</td>
<td>0.4150</td>
<td>1.0836</td>
<td>1.0650</td>
<td>13.06</td>
<td>6.78</td>
</tr>
<tr>
<td>0.7649</td>
<td>0.4397</td>
<td>0.4328</td>
<td>1.1515</td>
<td>1.1350</td>
<td>12.81</td>
<td>7.03</td>
</tr>
<tr>
<td>0.8159</td>
<td>0.4561</td>
<td>0.4491</td>
<td>1.2164</td>
<td>1.2010</td>
<td>12.58</td>
<td>7.29</td>
</tr>
</tbody>
</table>

Table B-2: $e$-$d$ elastic kinematics used to setup the spectrometers for $B(Q^2)$. $E$ is the nominal (uncorrected) beam energy. $E'$ and $P_d$ correspond to this beam energy. $P_E$ and $\theta_e$ are the momentum and angle settings of HRSE. $P_E$ was corrected for ionization energy loss in the target and lowered by 1.0\% in order to get more of the radiative tail into the HRSE acceptance. $P_H$ and $\theta_d$ are the momentum and angle settings of HRSH. $P_H$ was corrected for ionization energy loss in the target. The Jacobian, $J \equiv \Delta \Omega_e/\Delta \Omega_d$, is given in the lab frame.
### Table B-3: $e-p$ elastic kinematics used to setup the spectrometers for the forward angle calibration.

$E$ is the nominal (uncorrected) beam energy. $E'$ and $P_p$ correspond to this beam energy. $P_E$ and $\theta_e$ are the momentum and angle settings of HRSE. $P_E$ was corrected for ionization energy loss in the target. $P_H$ and $\theta_p$ are the momentum and angle settings of HRSH. $P_H$ was corrected for ionization energy loss in the target.

<table>
<thead>
<tr>
<th>$E$ (GeV)</th>
<th>$E'$ (GeV)</th>
<th>$P_E$ (GeV/c)</th>
<th>$\theta_e$ (deg.)</th>
<th>$P_p$ (GeV/c)</th>
<th>$\theta_p$ (deg.)</th>
<th>$\Delta\Omega_e/\Delta\Omega_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.245</td>
<td>2.808</td>
<td>2.804</td>
<td>17.26</td>
<td>1.006</td>
<td>1.003</td>
<td>55.91</td>
</tr>
<tr>
<td>3.245</td>
<td>2.759</td>
<td>2.756</td>
<td>18.37</td>
<td>1.072</td>
<td>1.069</td>
<td>54.21</td>
</tr>
<tr>
<td>3.245</td>
<td>2.712</td>
<td>2.709</td>
<td>19.41</td>
<td>1.133</td>
<td>1.130</td>
<td>52.67</td>
</tr>
<tr>
<td>3.245</td>
<td>2.668</td>
<td>2.665</td>
<td>20.37</td>
<td>1.190</td>
<td>1.187</td>
<td>51.30</td>
</tr>
<tr>
<td>3.245</td>
<td>2.626</td>
<td>2.623</td>
<td>21.28</td>
<td>1.243</td>
<td>1.240</td>
<td>50.05</td>
</tr>
<tr>
<td>3.245</td>
<td>2.585</td>
<td>2.582</td>
<td>22.15</td>
<td>1.294</td>
<td>1.291</td>
<td>48.89</td>
</tr>
<tr>
<td>3.245</td>
<td>2.519</td>
<td>2.516</td>
<td>23.55</td>
<td>1.374</td>
<td>1.371</td>
<td>47.10</td>
</tr>
<tr>
<td>3.245</td>
<td>2.453</td>
<td>2.450</td>
<td>24.95</td>
<td>1.454</td>
<td>1.451</td>
<td>45.39</td>
</tr>
<tr>
<td>3.245</td>
<td>2.291</td>
<td>2.288</td>
<td>28.40</td>
<td>1.643</td>
<td>1.640</td>
<td>41.55</td>
</tr>
<tr>
<td>4.045</td>
<td>2.851</td>
<td>2.848</td>
<td>25.46</td>
<td>1.914</td>
<td>1.912</td>
<td>39.81</td>
</tr>
<tr>
<td>3.746</td>
<td>2.473</td>
<td>2.470</td>
<td>29.42</td>
<td>2.003</td>
<td>2.000</td>
<td>37.34</td>
</tr>
<tr>
<td>3.746</td>
<td>2.350</td>
<td>2.347</td>
<td>31.66</td>
<td>2.138</td>
<td>2.135</td>
<td>35.24</td>
</tr>
<tr>
<td>4.045</td>
<td>2.502</td>
<td>2.499</td>
<td>31.02</td>
<td>2.297</td>
<td>2.294</td>
<td>34.16</td>
</tr>
<tr>
<td>4.045</td>
<td>2.382</td>
<td>2.379</td>
<td>33.07</td>
<td>2.427</td>
<td>2.424</td>
<td>32.38</td>
</tr>
<tr>
<td>4.424</td>
<td>2.634</td>
<td>2.627</td>
<td>31.15</td>
<td>2.562</td>
<td>2.560</td>
<td>32.12</td>
</tr>
<tr>
<td>4.045</td>
<td>2.286</td>
<td>2.284</td>
<td>34.76</td>
<td>2.529</td>
<td>2.525</td>
<td>31.03</td>
</tr>
<tr>
<td>4.424</td>
<td>2.490</td>
<td>2.484</td>
<td>33.36</td>
<td>2.715</td>
<td>2.712</td>
<td>30.28</td>
</tr>
</tbody>
</table>
APPENDIX B: Spectrometer Setup Kinematics

<table>
<thead>
<tr>
<th>$E$</th>
<th>$E'$</th>
<th>$P_E$</th>
<th>$\theta_e$</th>
<th>$P_d$</th>
<th>$P_H$</th>
<th>$\theta_d$</th>
<th>$\Delta\Omega_e/\Delta\Omega_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.245</td>
<td>3.058</td>
<td>3.054</td>
<td>15.26</td>
<td>0.857</td>
<td>0.842</td>
<td>69.91</td>
<td>0.229</td>
</tr>
<tr>
<td>3.245</td>
<td>3.024</td>
<td>3.020</td>
<td>16.72</td>
<td>0.938</td>
<td>0.925</td>
<td>68.14</td>
<td>0.258</td>
</tr>
<tr>
<td>3.245</td>
<td>2.989</td>
<td>2.985</td>
<td>18.10</td>
<td>1.013</td>
<td>1.002</td>
<td>66.50</td>
<td>0.288</td>
</tr>
<tr>
<td>3.245</td>
<td>2.955</td>
<td>2.951</td>
<td>19.41</td>
<td>1.084</td>
<td>1.074</td>
<td>64.97</td>
<td>0.318</td>
</tr>
<tr>
<td>3.245</td>
<td>2.920</td>
<td>2.916</td>
<td>20.67</td>
<td>1.151</td>
<td>1.143</td>
<td>63.54</td>
<td>0.349</td>
</tr>
<tr>
<td>3.245</td>
<td>2.885</td>
<td>2.881</td>
<td>21.89</td>
<td>1.216</td>
<td>1.209</td>
<td>62.17</td>
<td>0.381</td>
</tr>
<tr>
<td>3.245</td>
<td>2.827</td>
<td>2.822</td>
<td>23.88</td>
<td>1.321</td>
<td>1.315</td>
<td>60.01</td>
<td>0.437</td>
</tr>
<tr>
<td>3.245</td>
<td>2.765</td>
<td>2.761</td>
<td>25.88</td>
<td>1.425</td>
<td>1.419</td>
<td>57.90</td>
<td>0.500</td>
</tr>
<tr>
<td>3.245</td>
<td>2.605</td>
<td>2.602</td>
<td>30.90</td>
<td>1.676</td>
<td>1.671</td>
<td>52.97</td>
<td>0.687</td>
</tr>
<tr>
<td>4.045</td>
<td>3.219</td>
<td>3.215</td>
<td>28.24</td>
<td>1.945</td>
<td>1.940</td>
<td>51.55</td>
<td>0.587</td>
</tr>
<tr>
<td>3.746</td>
<td>2.813</td>
<td>2.810</td>
<td>33.49</td>
<td>2.090</td>
<td>2.086</td>
<td>47.96</td>
<td>0.825</td>
</tr>
<tr>
<td>3.746</td>
<td>2.680</td>
<td>2.677</td>
<td>36.80</td>
<td>2.266</td>
<td>2.262</td>
<td>45.09</td>
<td>1.013</td>
</tr>
<tr>
<td>4.045</td>
<td>2.846</td>
<td>2.842</td>
<td>36.43</td>
<td>2.437</td>
<td>2.433</td>
<td>43.91</td>
<td>1.018</td>
</tr>
<tr>
<td>4.045</td>
<td>2.712</td>
<td>2.709</td>
<td>39.45</td>
<td>2.603</td>
<td>2.599</td>
<td>41.47</td>
<td>1.229</td>
</tr>
<tr>
<td>4.424</td>
<td>2.985</td>
<td>2.978</td>
<td>37.29</td>
<td>2.733</td>
<td>2.730</td>
<td>41.43</td>
<td>1.118</td>
</tr>
<tr>
<td>4.045</td>
<td>2.606</td>
<td>2.603</td>
<td>41.94</td>
<td>2.733</td>
<td>2.730</td>
<td>39.58</td>
<td>1.428</td>
</tr>
<tr>
<td>4.424</td>
<td>2.825</td>
<td>2.818</td>
<td>40.54</td>
<td>2.925</td>
<td>2.921</td>
<td>38.88</td>
<td>1.377</td>
</tr>
<tr>
<td>4.045</td>
<td>2.446</td>
<td>2.444</td>
<td>45.83</td>
<td>2.925</td>
<td>2.921</td>
<td>36.85</td>
<td>1.787</td>
</tr>
</tbody>
</table>

Table B-4: $e$-$d$ elastic kinematics used to setup the spectrometers for $A(Q^2)$. $E$ is the nominal (uncorrected) beam energy. $E'$ and $P_d$ correspond to this beam energy. $P_E$ and $\theta_e$ are the momentum and angle settings of HRSE. $P_E$ was corrected for ionization energy loss in the target. $P_H$ and $\theta_d$ are the momentum and angle settings of HRSH. $P_H$ was corrected for ionization energy loss in the target.
APPENDIX C

Input for Cross Section Calculations
### Table C-1: Input for $e$-$p$ elastic cross section calculations for the backward angle calibration.

$E$ is the corrected accelerator beam energy. Data were taken with the acceptance-defining collimators in front of the spectrometers. $Q^2$, $\theta$, and $\bar{x}$ are from the Monte Carlo simulation, where the variation of the cross section over the spectrometer acceptance is taken into account. $\bar{x}$ is the average distance the recoil protons travel in the target material and is used to calculate the correction for losses of recoil protons due to nuclear interactions.

<table>
<thead>
<tr>
<th>$E$ (GeV)</th>
<th>Run No.</th>
<th>$I_{ave}$</th>
<th>Charge</th>
<th>Live Time</th>
<th>$F(Q^2,T)$</th>
<th>$N_{ep}$</th>
<th>$\langle Q^2 \rangle_{MC}$</th>
<th>$\bar{\theta}$</th>
<th>$\bar{x}$</th>
<th>$C_{rmi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5392</td>
<td>474</td>
<td>10.38</td>
<td>18938</td>
<td>0.2453</td>
<td>1.079</td>
<td>428599</td>
<td>1.581</td>
<td>0.366</td>
<td>90.02</td>
<td>6.14</td>
</tr>
<tr>
<td>0.5392</td>
<td>475</td>
<td>10.24</td>
<td>13502</td>
<td>0.0324</td>
<td>1.079</td>
<td>40255</td>
<td>1.581</td>
<td>0.366</td>
<td>90.02</td>
<td>6.14</td>
</tr>
<tr>
<td>0.5980</td>
<td>520</td>
<td>10.03</td>
<td>12615</td>
<td>0.0942</td>
<td>1.080</td>
<td>78618</td>
<td>1.596</td>
<td>0.433</td>
<td>90.01</td>
<td>6.27</td>
</tr>
<tr>
<td>0.6542</td>
<td>547</td>
<td>10.23</td>
<td>25853</td>
<td>0.1325</td>
<td>1.080</td>
<td>159268</td>
<td>1.618</td>
<td>0.500</td>
<td>89.99</td>
<td>6.40</td>
</tr>
<tr>
<td>0.6542</td>
<td>548</td>
<td>10.53</td>
<td>10220</td>
<td>0.1461</td>
<td>1.080</td>
<td>69626</td>
<td>1.618</td>
<td>0.500</td>
<td>89.99</td>
<td>6.40</td>
</tr>
<tr>
<td>0.7081</td>
<td>549</td>
<td>10.08</td>
<td>28389</td>
<td>0.1636</td>
<td>1.081</td>
<td>164413</td>
<td>1.625</td>
<td>0.567</td>
<td>90.01</td>
<td>6.52</td>
</tr>
<tr>
<td>0.7605</td>
<td>575</td>
<td>8.99</td>
<td>11256</td>
<td>0.3838</td>
<td>1.081</td>
<td>116437</td>
<td>1.634</td>
<td>0.634</td>
<td>90.01</td>
<td>6.63</td>
</tr>
<tr>
<td>0.7605</td>
<td>577</td>
<td>8.89</td>
<td>2255</td>
<td>0.5523</td>
<td>1.081</td>
<td>34344</td>
<td>1.634</td>
<td>0.634</td>
<td>90.01</td>
<td>6.63</td>
</tr>
<tr>
<td>0.8112</td>
<td>684</td>
<td>10.66</td>
<td>11195</td>
<td>0.3925</td>
<td>1.082</td>
<td>88950</td>
<td>1.649</td>
<td>0.701</td>
<td>90.01</td>
<td>6.74</td>
</tr>
<tr>
<td>0.8112</td>
<td>685</td>
<td>10.61</td>
<td>9353</td>
<td>0.6861</td>
<td>1.082</td>
<td>130420</td>
<td>1.649</td>
<td>0.701</td>
<td>90.01</td>
<td>6.74</td>
</tr>
<tr>
<td>0.8112</td>
<td>760</td>
<td>10.44</td>
<td>5461</td>
<td>0.7001</td>
<td>1.082</td>
<td>77212</td>
<td>1.649</td>
<td>0.701</td>
<td>90.01</td>
<td>6.74</td>
</tr>
<tr>
<td>0.8112</td>
<td>761</td>
<td>10.45</td>
<td>2650</td>
<td>0.6687</td>
<td>1.082</td>
<td>35733</td>
<td>1.649</td>
<td>0.701</td>
<td>90.01</td>
<td>6.74</td>
</tr>
</tbody>
</table>
Table C-2: Input for $e$-$d$ elastic cross section calculations for $B(Q^2)$. $E$ is the corrected accelerator beam energy. Data were taken with the acceptance-defining collimators in front of the spectrometers. The $C_{\text{cldt}}$ correction is equal to $s5/t5$. $\frac{Q^2}{\Omega}$, $\Omega$, and $\bar{\Omega}$ are from the Monte Carlo simulation, where the variation of the cross section over the spectrometer acceptance is taken into account. $\bar{\Omega}$ is the average distance the recoil deuterons travel in the target material and is used to calculate the correction for losses of recoil deuterons due to nuclear interactions.

<table>
<thead>
<tr>
<th>$E$ (GeV)</th>
<th>Time (hour)</th>
<th>Charge (mC)</th>
<th>$N_{\text{edt}}$</th>
<th>$t5$</th>
<th>$s5$</th>
<th>$\frac{Q^2}{\Omega}$</th>
<th>$\bar{\Omega}$ (deg.)</th>
<th>$F(Q^2, T)$</th>
<th>$\bar{\Omega}$</th>
<th>$C_{\text{rni}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5392</td>
<td>2.137</td>
<td>258.4</td>
<td>1895</td>
<td>2846</td>
<td>3080</td>
<td>0.684</td>
<td>144.55</td>
<td>2.24</td>
<td>1.085</td>
<td>7.23</td>
</tr>
<tr>
<td>0.5980</td>
<td>7.125</td>
<td>1738.7</td>
<td>5275</td>
<td>10275</td>
<td>10802</td>
<td>0.813</td>
<td>144.55</td>
<td>2.24</td>
<td>1.086</td>
<td>7.28</td>
</tr>
<tr>
<td>0.6542</td>
<td>7.693</td>
<td>1865.3</td>
<td>2378</td>
<td>6201</td>
<td>7206</td>
<td>0.941</td>
<td>144.53</td>
<td>2.24</td>
<td>1.087</td>
<td>7.30</td>
</tr>
<tr>
<td>0.7081</td>
<td>15.542</td>
<td>3685.4</td>
<td>2276</td>
<td>9278</td>
<td>9635</td>
<td>1.069</td>
<td>144.52</td>
<td>2.25</td>
<td>1.087</td>
<td>7.28</td>
</tr>
<tr>
<td>0.7605</td>
<td>25.302</td>
<td>7933.7</td>
<td>2283</td>
<td>16248</td>
<td>19819</td>
<td>1.197</td>
<td>144.52</td>
<td>2.26</td>
<td>1.088</td>
<td>7.30</td>
</tr>
<tr>
<td>0.8112</td>
<td>42.690</td>
<td>14676.8</td>
<td>2195</td>
<td>22012</td>
<td>27534</td>
<td>1.325</td>
<td>144.51</td>
<td>2.26</td>
<td>1.088</td>
<td>7.32</td>
</tr>
<tr>
<td>$E$ (GeV)</td>
<td>Collimator Configuration</td>
<td>Run No.</td>
<td>$I_{ave}$ (μA)</td>
<td>Charge (μC)</td>
<td>$1/C_{coll}$</td>
<td>$F(Q^2, T)$</td>
<td>$N_{ep}$</td>
<td>$(\Delta \Omega)_{MC}$</td>
<td>$\overline{Q^2}$ (GeV/c$^2$)</td>
<td>$\bar{y}$</td>
</tr>
<tr>
<td>----------</td>
<td>--------------------------</td>
<td>---------</td>
<td>-------------</td>
<td>-------------</td>
<td>------------</td>
<td>-------------</td>
<td>--------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>835</td>
<td>10.45</td>
<td>7168</td>
<td>0.0545</td>
<td>1.085</td>
<td>55200</td>
<td>0.366</td>
<td>0.803</td>
<td>17.20</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>846</td>
<td>10.79</td>
<td>5048</td>
<td>0.0488</td>
<td>1.085</td>
<td>72253</td>
<td>0.717</td>
<td>0.803</td>
<td>17.19</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>1027</td>
<td>4.38</td>
<td>3664</td>
<td>0.0943</td>
<td>1.086</td>
<td>77660</td>
<td>0.832</td>
<td>0.892</td>
<td>18.29</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1029</td>
<td>4.42</td>
<td>5098</td>
<td>0.1883</td>
<td>1.086</td>
<td>103154</td>
<td>0.422</td>
<td>0.894</td>
<td>18.31</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1015</td>
<td>10.13</td>
<td>11951</td>
<td>0.1170</td>
<td>1.086</td>
<td>115234</td>
<td>0.483</td>
<td>0.977</td>
<td>19.34</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>1016</td>
<td>10.15</td>
<td>6392</td>
<td>0.1048</td>
<td>1.086</td>
<td>115835</td>
<td>0.953</td>
<td>0.977</td>
<td>19.31</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>989</td>
<td>10.24</td>
<td>6262</td>
<td>0.1495</td>
<td>1.087</td>
<td>60469</td>
<td>0.537</td>
<td>1.061</td>
<td>20.31</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>990</td>
<td>10.20</td>
<td>5896</td>
<td>0.0851</td>
<td>1.087</td>
<td>68967</td>
<td>1.058</td>
<td>20.27</td>
<td>4.01</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>966</td>
<td>8.92</td>
<td>7450</td>
<td>0.2011</td>
<td>1.087</td>
<td>168953</td>
<td>1.212</td>
<td>1.136</td>
<td>21.18</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>967</td>
<td>9.91</td>
<td>12108</td>
<td>0.2414</td>
<td>1.087</td>
<td>153213</td>
<td>0.597</td>
<td>1.139</td>
<td>21.22</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>968</td>
<td>9.70</td>
<td>9142</td>
<td>0.2240</td>
<td>1.087</td>
<td>107345</td>
<td>0.597</td>
<td>1.139</td>
<td>21.22</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>960</td>
<td>3.92</td>
<td>2228</td>
<td>0.4808</td>
<td>1.087</td>
<td>45630</td>
<td>0.655</td>
<td>1.216</td>
<td>22.11</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>961</td>
<td>8.32</td>
<td>2787</td>
<td>0.2829</td>
<td>1.087</td>
<td>74356</td>
<td>1.335</td>
<td>1.211</td>
<td>22.04</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>962</td>
<td>10.08</td>
<td>19791</td>
<td>0.0972</td>
<td>1.087</td>
<td>177605</td>
<td>1.335</td>
<td>1.211</td>
<td>22.04</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>1064</td>
<td>8.70</td>
<td>4930</td>
<td>0.6671</td>
<td>1.088</td>
<td>103575</td>
<td>0.750</td>
<td>1.338</td>
<td>23.51</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>946</td>
<td>8.77</td>
<td>15703</td>
<td>0.6336</td>
<td>1.088</td>
<td>226435</td>
<td>0.842</td>
<td>1.463</td>
<td>24.93</td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>948</td>
<td>4.11</td>
<td>3753</td>
<td>0.6652</td>
<td>1.088</td>
<td>129649</td>
<td>1.841</td>
<td>1.453</td>
<td>24.81</td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>892</td>
<td>10.51</td>
<td>19126</td>
<td>0.7096</td>
<td>1.089</td>
<td>156039</td>
<td>1.109</td>
<td>1.764</td>
<td>28.39</td>
</tr>
<tr>
<td>$E$</td>
<td>Collimator Configuration</td>
<td>Run No.</td>
<td>$I_{ave}$</td>
<td>Charge</td>
<td>Live Time</td>
<td>$F(Q^2, T)$</td>
<td>$N_{cp}$</td>
<td>$(\Delta \Omega)_{MC}$</td>
<td>$\overline{Q}^2$</td>
<td>$\vartheta$</td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------</td>
<td>--------</td>
<td>--------</td>
<td>------</td>
<td>---------</td>
<td>----------</td>
<td>--------</td>
<td>----------------</td>
<td>---------</td>
<td>------</td>
</tr>
<tr>
<td>4.022</td>
<td>ii</td>
<td>1658</td>
<td>11.58</td>
<td>16884</td>
<td>0.8684</td>
<td>1.090</td>
<td>88633</td>
<td>1.055</td>
<td>2.203</td>
<td>25.41</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>1604</td>
<td>9.99</td>
<td>13060</td>
<td>0.8001</td>
<td>1.090</td>
<td>140053</td>
<td>2.230</td>
<td>2.193</td>
<td>25.31</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>1605</td>
<td>9.89</td>
<td>10354</td>
<td>0.7845</td>
<td>1.090</td>
<td>110419</td>
<td>2.230</td>
<td>2.193</td>
<td>25.31</td>
</tr>
<tr>
<td>3.725</td>
<td>oo</td>
<td>1331</td>
<td>10.68</td>
<td>15132</td>
<td>0.8241</td>
<td>1.091</td>
<td>125360</td>
<td>3.050</td>
<td>2.342</td>
<td>29.27</td>
</tr>
<tr>
<td>3.725</td>
<td>ii</td>
<td>1332</td>
<td>8.89</td>
<td>4367</td>
<td>0.8955</td>
<td>1.091</td>
<td>16876</td>
<td>1.370</td>
<td>2.352</td>
<td>29.38</td>
</tr>
<tr>
<td>3.725</td>
<td>ii</td>
<td>1334</td>
<td>10.41</td>
<td>9383</td>
<td>0.8909</td>
<td>1.091</td>
<td>35326</td>
<td>1.370</td>
<td>2.352</td>
<td>29.38</td>
</tr>
<tr>
<td>3.729</td>
<td>ii</td>
<td>1371</td>
<td>10.55</td>
<td>16048</td>
<td>0.8527</td>
<td>1.091</td>
<td>37596</td>
<td>1.563</td>
<td>2.593</td>
<td>31.70</td>
</tr>
<tr>
<td>3.729</td>
<td>oo</td>
<td>1372</td>
<td>10.60</td>
<td>12752</td>
<td>0.8785</td>
<td>1.091</td>
<td>73285</td>
<td>3.510</td>
<td>2.579</td>
<td>31.55</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>1389</td>
<td>11.06</td>
<td>19783</td>
<td>0.8805</td>
<td>1.091</td>
<td>80944</td>
<td>3.550</td>
<td>2.846</td>
<td>30.92</td>
</tr>
<tr>
<td>4.022</td>
<td>ii</td>
<td>1390</td>
<td>11.16</td>
<td>19860</td>
<td>0.9196</td>
<td>1.091</td>
<td>36605</td>
<td>1.597</td>
<td>2.860</td>
<td>31.05</td>
</tr>
<tr>
<td>4.022</td>
<td>oo</td>
<td>1470</td>
<td>10.17</td>
<td>19372</td>
<td>0.8999</td>
<td>1.092</td>
<td>55540</td>
<td>3.908</td>
<td>3.074</td>
<td>33.00</td>
</tr>
<tr>
<td>4.022</td>
<td>ii</td>
<td>1475</td>
<td>29.12</td>
<td>21404</td>
<td>0.8298</td>
<td>1.092</td>
<td>24093</td>
<td>1.840</td>
<td>3.080</td>
<td>33.06</td>
</tr>
</tbody>
</table>
### Table C-3: Input for e-p elastic cross section calculations for the forward angle calibration.

<table>
<thead>
<tr>
<th>$E$ (GeV)</th>
<th>Collimator Configuration</th>
<th>Run No.</th>
<th>$I_{ave}$ ($\mu$A)</th>
<th>Charge ($\mu$C)</th>
<th>Live Time</th>
<th>$F(Q^2, T)$</th>
<th>$N_e$</th>
<th>$(\Delta \Omega)_{MC}$</th>
<th>$\overline{Q^2}$</th>
<th>$\overline{\theta}$</th>
<th>$\overline{x}$</th>
<th>$C_{dni}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.399 oo</td>
<td>1077</td>
<td>8.91</td>
<td>21063</td>
<td>0.9170</td>
<td>1.092</td>
<td>49565</td>
<td>3.730</td>
<td>3.312</td>
<td>31.11</td>
<td>5.37</td>
<td>1.013</td>
<td></td>
</tr>
<tr>
<td>4.399 ii</td>
<td>1078</td>
<td>9.24</td>
<td>29751</td>
<td>0.9352</td>
<td>1.092</td>
<td>31549</td>
<td>1.746</td>
<td>3.312</td>
<td>31.24</td>
<td>5.91</td>
<td>1.014</td>
<td></td>
</tr>
<tr>
<td>4.399 oo</td>
<td>1081</td>
<td>8.70</td>
<td>14163</td>
<td>0.9256</td>
<td>1.092</td>
<td>33480</td>
<td>3.730</td>
<td>3.312</td>
<td>31.11</td>
<td>5.37</td>
<td>1.013</td>
<td></td>
</tr>
<tr>
<td>4.399 oo</td>
<td>1082</td>
<td>10.20</td>
<td>8855</td>
<td>0.9272</td>
<td>1.092</td>
<td>20810</td>
<td>3.730</td>
<td>3.312</td>
<td>31.11</td>
<td>5.37</td>
<td>1.013</td>
<td></td>
</tr>
<tr>
<td>4.399 ii</td>
<td>1083</td>
<td>9.59</td>
<td>6523</td>
<td>0.9293</td>
<td>1.092</td>
<td>15354</td>
<td>3.730</td>
<td>3.312</td>
<td>31.11</td>
<td>5.37</td>
<td>1.013</td>
<td></td>
</tr>
<tr>
<td>4.399 ii</td>
<td>1084</td>
<td>10.31</td>
<td>34745</td>
<td>0.9479</td>
<td>1.092</td>
<td>37144</td>
<td>1.746</td>
<td>3.327</td>
<td>31.24</td>
<td>5.91</td>
<td>1.014</td>
<td></td>
</tr>
<tr>
<td>4.399 oo</td>
<td>1159</td>
<td>9.50</td>
<td>17516</td>
<td>0.9252</td>
<td>1.092</td>
<td>41090</td>
<td>3.730</td>
<td>3.312</td>
<td>31.11</td>
<td>5.37</td>
<td>1.013</td>
<td></td>
</tr>
<tr>
<td>4.399 ii</td>
<td>1160</td>
<td>10.18</td>
<td>19409</td>
<td>0.9458</td>
<td>1.092</td>
<td>20652</td>
<td>1.746</td>
<td>3.327</td>
<td>31.24</td>
<td>5.91</td>
<td>1.014</td>
<td></td>
</tr>
<tr>
<td>4.022 oo</td>
<td>1542</td>
<td>15.53</td>
<td>14550</td>
<td>0.9294</td>
<td>1.092</td>
<td>30556</td>
<td>4.020</td>
<td>3.256</td>
<td>34.73</td>
<td>5.51</td>
<td>1.013</td>
<td></td>
</tr>
<tr>
<td>4.022 ii</td>
<td>1545</td>
<td>15.65</td>
<td>34049</td>
<td>0.9548</td>
<td>1.092</td>
<td>33092</td>
<td>1.925</td>
<td>3.257</td>
<td>34.75</td>
<td>6.15</td>
<td>1.014</td>
<td></td>
</tr>
<tr>
<td>4.397 oo</td>
<td>1187</td>
<td>13.14</td>
<td>19328</td>
<td>0.9015</td>
<td>1.092</td>
<td>27471</td>
<td>4.020</td>
<td>3.579</td>
<td>33.35</td>
<td>5.59</td>
<td>1.013</td>
<td></td>
</tr>
<tr>
<td>4.397 ii</td>
<td>1188</td>
<td>28.91</td>
<td>43429</td>
<td>0.8506</td>
<td>1.092</td>
<td>26004</td>
<td>1.884</td>
<td>3.594</td>
<td>33.46</td>
<td>6.07</td>
<td>1.014</td>
<td></td>
</tr>
<tr>
<td>4.397 oo</td>
<td>1262</td>
<td>13.57</td>
<td>19539</td>
<td>0.8898</td>
<td>1.092</td>
<td>27695</td>
<td>4.020</td>
<td>3.579</td>
<td>33.35</td>
<td>5.59</td>
<td>1.013</td>
<td></td>
</tr>
</tbody>
</table>

$E$ is the corrected accelerator beam energy. “ii” indicates that data were taken with the acceptance-defining collimators in front of the spectrometers. “oo” indicates that data were taken without the acceptance-defining collimators in front of the spectrometers. $Q^2$, $\overline{\theta}$, and $\overline{x}$ are from the Monte Carlo simulation, where the variation of the cross section over the spectrometer acceptance is taken into account. $\overline{x}$ is the average distance the recoil protons travel in the target material and is used to calculate the correction for losses of recoil protons due to nuclear interactions.
<table>
<thead>
<tr>
<th>$E$ (GeV)</th>
<th>Collimator Configuration</th>
<th>Time (hour)</th>
<th>Charge (mC)</th>
<th>$N_{ed}$</th>
<th>$t_5$</th>
<th>$s_5$</th>
<th>$\langle Q^2 \rangle$</th>
<th>$\overline{Q}_e$ (deg.)</th>
<th>$\langle \Delta \Omega \rangle_{MC}$</th>
<th>$F(Q^2, T)$</th>
<th>$\pi$</th>
<th>$C_{rni}$</th>
<th>$\text{cm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.889</td>
<td>19.00</td>
<td>17361</td>
<td>25716</td>
<td>26648</td>
<td>0.685</td>
<td>15.22</td>
<td>0.514</td>
<td>1.087</td>
<td>3.51</td>
<td>1.042</td>
<td></td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.672</td>
<td>42.87</td>
<td>18278</td>
<td>27520</td>
<td>30659</td>
<td>0.811</td>
<td>16.66</td>
<td>0.634</td>
<td>1.087</td>
<td>3.56</td>
<td>1.038</td>
<td></td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.390</td>
<td>41.11</td>
<td>10132</td>
<td>14101</td>
<td>14942</td>
<td>0.938</td>
<td>18.02</td>
<td>0.758</td>
<td>1.088</td>
<td>3.60</td>
<td>1.034</td>
<td></td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.942</td>
<td>112.8</td>
<td>15436</td>
<td>19629</td>
<td>21763</td>
<td>1.063</td>
<td>19.31</td>
<td>0.888</td>
<td>1.089</td>
<td>3.64</td>
<td>1.032</td>
<td></td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>0.949</td>
<td>158.3</td>
<td>13633</td>
<td>16239</td>
<td>17867</td>
<td>1.188</td>
<td>20.55</td>
<td>1.030</td>
<td>1.089</td>
<td>3.67</td>
<td>1.030</td>
<td></td>
</tr>
<tr>
<td>3.227</td>
<td>oo</td>
<td>1.261</td>
<td>298.6</td>
<td>14564</td>
<td>16767</td>
<td>18815</td>
<td>1.314</td>
<td>21.75</td>
<td>1.166</td>
<td>1.090</td>
<td>3.71</td>
<td>1.029</td>
<td></td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>2.936</td>
<td>471.0</td>
<td>4376</td>
<td>4771</td>
<td>5284</td>
<td>1.533</td>
<td>23.76</td>
<td>0.628</td>
<td>1.091</td>
<td>3.88</td>
<td>1.028</td>
<td></td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>4.766</td>
<td>1382.8</td>
<td>5612</td>
<td>6136</td>
<td>6757</td>
<td>1.761</td>
<td>25.79</td>
<td>0.717</td>
<td>1.091</td>
<td>3.97</td>
<td>1.027</td>
<td></td>
</tr>
<tr>
<td>3.227</td>
<td>ii</td>
<td>10.639</td>
<td>3587.4</td>
<td>1787</td>
<td>2078</td>
<td>2406</td>
<td>2.350</td>
<td>30.82</td>
<td>0.964</td>
<td>1.093</td>
<td>4.21</td>
<td>1.026</td>
<td></td>
</tr>
</tbody>
</table>
Table C-4: Input for $e-d$ elastic cross section calculations for $A(Q^2)$. $E$ is the corrected accelerator beam energy. “ii” indicates that data were taken with the acceptance-defining collimators in front of the spectrometers. “oo” indicates that data were taken without the acceptance-defining collimators in front of the spectrometers. The $C_{cdt}$ correction is equal to $s5/t5$. $Q^2$, $\theta_e$, and $\pi$ are from the Monte Carlo simulation, where the variation of the cross section over the spectrometer acceptance is taken into account. $\pi$ is the average distance the recoil deuterons travel in the target material and is used to calculate the correction for losses of recoil deuterons due to nuclear interactions.
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